Can gravity waves significantly impact PSC occurrence in the Antarctic?
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Abstract. A combination of POAM III aerosol extinction and CHAMP RO temperature measurements are used to examine the role of atmospheric gravity waves in the formation of Antarctic Polar Stratospheric Clouds (PSCs). POAM III aerosol extinction observations and quality flag information are used to identify Polar Stratospheric Clouds using an unsupervised clustering algorithm.

A PSC proxy, derived by thresholding Met Office temperature analyses with the PSC Type Ia formation temperature ($T_{\text{NAT}}$), shows general agreement with the results of the POAM III analysis. However, in June the POAM III observations of PSC are more abundant than expected from temperature threshold crossings in five out of the eight years examined. In addition, September and October PSC identified using temperature thresholding is often significantly higher than that derived from POAM III; this observation probably being due to dehydration and denitrification. Comparison of the Met Office temperature analyses with corresponding CHAMP observations also suggests a small warm bias in the Met Office data in June. However, this bias cannot fully explain the differences observed.

Analysis of CHAMP data indicates that temperature perturbations associated with gravity waves may partially explain the enhanced PSC incidence observed in June (relative to the Met Office analyses). For this month, approximately 40% of the temperature threshold crossings observed using CHAMP RO data are associated with small-scale perturbations. Examination of the distribution of temperatures relative to $T_{\text{NAT}}$ shows a large proportion of June data to be close to this threshold, potentially enhancing the importance of gravity wave induced temperature perturbations. Inspection of the longitudinal structure of PSC occurrence in June 2005 also shows that regions of enhancement are geographically associated with the Antarctic Peninsula; a known mountain wave “hotspot”. The latitudinal variation of POAM III observations means that we only observe this region in June–July, and thus the true pattern of enhanced PSC production may continue operating into later months.

The analysis has shown that early in the Antarctic winter stratospheric background temperatures are close to the $T_{\text{NAT}}$ threshold (and PSC formation), and are thus sensitive to temperature perturbations associated with mountain wave activity near the Antarctic peninsula (40% of PSC formation). Later in the season, and at latitudes away from the peninsula, temperature perturbations associated with gravity waves contribute to about 15% of the observed PSC (a value which corresponds well to several previous studies). This lower value is likely to be due to colder background temperatures already achieving the $T_{\text{NAT}}$ threshold unaided. Additionally, there is a reduction in the magnitude of gravity waves perturbations observed as POAM III samples poleward of the peninsula.

1 Introduction

The role of PSCs in polar ozone depletion was first identified over twenty years ago (Solomon et al., 1986). Heterogeneous chemical reactions on PSC particles are the central process in chlorine activation and consequent ozone depletion. In addition to the activation of chlorine from reservoirs of HCl and ClONO$_2$, PSCs can also remove NO$_y$ (i.e. the total odd nitrogen) from the lower stratosphere by incorporation of HNO$_3$ from the gas phase and subsequent sedimentation. This denitrification leads to a slower conversion of active chlorine back to the reservoir species ClONO$_2$.

In contrast to the Northern Hemisphere, very low stratospheric temperatures in the Antarctic winter generally lead to an abundance of PSCs in the lower stratosphere (Poole and Pitts, 1994). Three categories of PSCs are generally recognized: Type Ia, composed of solid phase nitric acid trihydrate...
Type Ib, composed of supercooled ternary solution (STS, a liquid mixture of H₂O, HNO₃, and H₂SO₄); and Type II, composed primarily of ice (see Lowe and MacKenzie, 2008, and references therein). These three categories of PSC form at different temperatures in the stratosphere. In particular, the NAT PSC formation temperature ($T_{\text{NAT}}$) is dependent on pressure, nitric acid and water vapour concentrations (Hanson and Mauersberger, 1988) and is significantly warmer than the ice frost point ($T_{\text{ICE}}$). The STS formation temperature ($T_{\text{STS}}$) occurs approximately 3.5 K below the value of $T_{\text{NAT}}$ (Carslaw et al., 1994) and the ice frost point temperature can be derived by using the formulation described in Marti and Mauersberger (1993). Temperatures are cool enough in the Antarctic stratosphere for all three types of clouds to be present during the winter. The present study examines the potential contribution of internal gravity waves to PSC formation in the Antarctic stratosphere. In the Arctic the temperature perturbations associated with internal gravity waves, particularly mountain waves, have been shown to be responsible for the formation of a significant proportion of PSCs (Carslaw et al., 1998; Höpfner et al., 2001). However, the observed relationship between Antarctic PSC formation and low background temperatures has led to less focus on wave induced PSC formation processes in the Antarctic.

Recent studies have indicated that the temperature perturbations related to these waves may have a more significant effect on Antarctic PSC occurrence and have a potentially important role in ozone depletion (Shibata et al., 2003; Höpfner et al., 2006; Innis and Klekociuk, 2006; Eckermann et al., 2009). Such effects may be particularly significant in early winter where temperatures hover close to PSC formation temperature thresholds. Analysis by Höpfner et al. (2006) has identified a significant role of mountain waves in the formation of PSC and subsequent denitrification in the Antarctic. Höpfner et al. (2006) described spaceborne infrared measurements of a vortex-wide area of NAT PSC around Antarctica using the Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) instrument. Simulations for the period 10–12 June 2003 indicate the observations are likely to be associated with heterogeneous nucleation on ice in the cooling phases of large-amplitude stratospheric mountain waves over the Antarctic Peninsula. The process operating here is the same mountain wave NAT formation model originally proposed by Carslaw et al. (1998) for the Arctic winter stratosphere. Recent work by Eckermann et al. (2009) examined the same MIPAS satellite observations over Antarctica with additional Atmospheric Infrared Sounder (AIRS) data. Their study showed that large mountain wave temperature perturbations produced NAT which is advected to form a circumpolar NAT outbreak which concurs with Höpfner et al. (2006).

Other studies have also examined the role of gravity waves on PSC formation. For example, a ground-based lidar study by Shibata et al. (2003) indicated that Type II PSCs occurred when stratospheric temperatures dropped below $T_{\text{ICE}}$ because of perturbations associated with inertia gravity waves. Another lidar study by Innis and Klekociuk (2006) also estimated the influence of gravity waves on PSC occurrence. They concluded that during the “PSC season” when the background temperature was close enough to the NAT formation temperature ($T_{\text{NAT}}$), derived in Hanson and Mauersberger (1988), gravity wave perturbations influence PSC formation approximately 15% of the time. Interestingly, this value is similar to the findings of Felton et al. (2007) who concluded Type Ia enhanced PSCs, which are likely to be NAT crystals with unusually large lidar backscattering ratios which appear down wind of mountain wave-induced ice clouds (Tsias et al., 1999), make up 11% of the clouds observed during the SAGE III Ozone Loss and Validation Experiment (SOLVE) campaign in winter 2000 in the Northern Hemisphere. However, the warmer mean temperature in the Arctic means that this is likely to be coincidental. It is also worthy of mention that Innis and Klekociuk (2006) found a clear relationship between planetary wave temperature perturbations and PSC occurrence on the edge of the Antarctic continent. Recent analysis using data from CALIPSO (a space-borne lidar) has also mentioned the potential importance of gravity waves on PSC formation (Pitts et al., 2007; Noel et al., 2008). However, enhanced PSC formation has also been suggested to be related to synoptic-scale motions (Teitelbaum et al., 2001; Wang et al., 2008).

Previous work has shown that NAT PSC formation may be implicitly linked to gravity wave temperature perturbations. In particular, homogeneous NAT nucleation does not occur directly on temperatures crossing $T_{\text{NAT}}$. Rather, average temperatures need to be below the $T_{\text{NAT}}$ threshold for a period greater than a few days for nucleation to occur (Peter, 1997). Carslaw et al. (1994) discusses NAT formation and indicates that NAT may form by heterogeneous nucleation on pre-existing ice particles which may form because of large temperature perturbations produced by mountain waves. Work by Fuglistaler et al. (2002) suggests that early season PSC production associated with Type Ia or Ia enhanced clouds, produced using the mechanism proposed in Carslaw et al. (1994), can potentially be extremely important in denitrification due to their role in the formation of extremely large NAT particles if number densities within the clouds are high. However, recent work has additionally identified a need for NAT nucleation mechanisms which are independent of the existence of ice particles, only requiring temperatures below the existence temperature for NAT which is significantly easier (approximately 7–8 K warmer than $T_{\text{ICE}}$) to meet than the demand for pre-existing ice particles.

Voigt et al. (2005) detailed measurements where the conditions of particle formation are well enough constrained to conclude that a PSC is observed in air parcels that spent less than a day (approximately 18 h) at temperatures no lower than 3K below $T_{\text{NAT}}$. Hitchman et al. (2003) also suggests that a formation mechanism for Type Ia PSC must exist.
without the requirement for temperatures significantly below $T_{\text{SAT}}$. Their study also highlights the potential importance of non-orographic gravity waves on PSC formation in the Arctic. Pagan et al. (2004) conclude that Type Ia PSCs can nucleate in relatively warm synoptic-scale temperature fields and regions of strong mountain-wave activity with sufficient cooling to produce ice nuclei are not required. In addition, Irie et al. (2004) used ILAS trace gas and aerosol extinction measurements, AVHRR stratospheric ice cloud measurements, and a microphysical box model to investigate processes leading to denitrification in the Arctic vortex in February 1997. Their analysis suggests that sedimentation of NAT or NA T particles formed through NAD freezing on aerosol surfaces can cause significant denitrification in the Arctic vortex. Their analysis combined with the results in Pagan et al. (2004) seem to confirm that ice particle surfaces are not a prerequisite for the formation of nitric acid hydrate PSCs. Review of these and other studies detailed in the World Meteorological Organization (2007) report indicates increasing evidence that processes occur above the ice frost point. However, the report indicates that whether these processes are applicable in the Antarctic requires investigation.

This study examines the relationship between PSC occurrence observed using POAM III observations and the occurrence expected based on Met Office analyses and CHAMP radio occultation measurements. The addition of high vertical resolution CHAMP temperature observations provides the possibility of identifying periods and spatial regions where PSC formation associated with gravity wave induced temperature perturbations may occur. Though it should be noted that the CHAMP instrument, in a similar manner to all limb viewing instruments, can only observe a portion of the gravity wave spectrum. Comparison of the observations from Met Office analyses and CHAMP observations also allows the sensitivity of PSC occurrence to temperature biases in Met Office analyses to be examined. In order to examine the importance of temperature and the impact of gravity wave temperature perturbations we determine the probability that a region is below various threshold temperatures relative to the frequency of PSC observations made with POAM III. This method has previously been used by many authors, including Poole and Pitts (1994) and Saitoh et al. (2006).

In this study, Section 2 describes the POAM III and CHAMP RO observations and also details a new unsupervised clustering algorithm which is applied to POAM III extinction measurements to identify PSC. Comparisons of the observed probability of PSC occurrence relative to those based on the occurrence of temperatures below the $T_{\text{SAT}}$, $T_{\text{STS}}$ and $T_{\text{ICE}}$ thresholds derived from Met Office analyses and CHAMP RO data are detailed in Sect. 3 and the interpretation of these results is discussed in Sect. 4.
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**Fig. 1.** Seasonal variation of observation latitude measured by POAM III.

## 2 Dataset and methodology

### 2.1 POAM III observations and the PSC identification algorithm

The POAM III instrument made observations of the upper troposphere and stratosphere between its launch on the Satellite Pour l’Observation de la Terre (SPOT) 4 satellite in March 1998 and the end of 2005. POAM measures water vapor, aerosol extinction, ozone, and nitrogen dioxide using the solar occultation limb sounding technique (Lucke et al., 1999). The high inclination of the SPOT 4 satellite allows occultations to be performed in both the northern and southern polar regions. It should be noted that the POAM III sampling volume is about 200 km long, 30 km wide, and 1 km thick and thus this data set will not capture very small-scale features. The POAM III instrument provides 12 to 14 profiles per day in each hemisphere around a circle of latitude. The latitude of the sampled region varies throughout the year and varies from roughly 63° to 88° in the Southern Hemisphere (see Fig. 1). This latitudinal variation of the solar occultation satellite observations implies an inherent sampling issue when attempting to separate the impact of latitudinal and temporal variations in this dataset. For example, Pitts et al. (2007) has shown that sampling CALIPSO data at SAM II latitudes moves the maximum PSC occurrence date from early August to September due to the SAM II sampling being at the highest latitude sampled. The fact that both SAM II and POAM III have similar sampling patterns means that issues associated with sampling bias need to be considered. Research completed using POAM III observations has focused on examinations of the spatial and temporal variability of stratospheric ozone, aerosols, polar stratospheric clouds, and polar mesospheric clouds.
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In this work, PSC occurrence is derived from POAM III extinction measurements at 1.018 \( \mu m \) and the ratio of the 1.018 to the 0.603 \( \mu m \) extinction channels using a k-means unsupervised clustering algorithm described in subsequent paragraphs. Jakob and Tselieridis (2003) have previously utilized a simple clustering algorithm for cloud regime identification in the Tropical Western Pacific region and recent work by Felton et al. (2007) has applied a clustering algorithm to lidar observations of PSC. We use a similar method to that indicated in Jakob and Tselieridis (2003) to separate different types of PSC. Our algorithm can be used to identify both Type Ia and Ib aerosols using the methodology described in Strawa et al. (2002) except that the separation is based on an unsupervised clustering algorithm. However, in this study we do not differentiate between Type Ia and Ib PSC. The separation into different types will be left to a future study. It should be noted that this method provides similar PSC identification ability to algorithms described by Fromm et al. (2003).

The statistical method of cluster analysis is used to separate background aerosol extinctions from those associated with PSCs. As its name suggests, cluster analysis searches for possible “clusters” in a data set by evaluating some measure of distance between individual data points (in this study we use Euclidean distance in extinction ratio/extinction space to separate PSC and non-PSC observations and then an angular measure can be used to separate PSC Type Ia and Ib but is not utilized in this study). It should be noted that to ensure that neither the extinction at 1.018 \( \mu m \) or the ratio of 1.018 to the 0.603 \( \mu m \) extinction channels dominate in the clustering procedure the values are normalized. Note that in this case a “data point” is an individual set of measurements of aerosol extinction from POAM III at a specific altitude and geographical location. The k-means clustering algorithm used in this study, iteratively searches for a predefined number \( k \) of clusters, two in this case, using the following scheme:

1. \( k \) elements of the data set of size \( N \) are selected at random as distinct cluster members;

2. each of the remaining \( N-k \) elements are assigned to the cluster with the nearest centroid (based on Euclidean distance in extinction ratio/extinction space to separate PSC and non-PSC observations and then an angular measure can be used to separate PSC Type Ia and Ib but is not utilized in this study). It should be noted that to ensure that neither the extinction at 1.018 \( \mu m \) or the ratio of 1.018 to the 0.603 \( \mu m \) extinction channels dominate in the clustering procedure the values are normalized. Note that in this case a “data point” is an individual set of measurements of aerosol extinction from POAM III at a specific altitude and geographical location. The k-means clustering algorithm used in this study, iteratively searches for a predefined number \( k \) of clusters, two in this case, using the following scheme:

3. after all elements have been assigned the centroids found in step 2 are used as new seed points and the algorithm is iterated.

Normally fewer than ten iterations are sufficient for the convergence of the algorithm. Note that the random selection of data points indicated in the algorithm does not work on observations from the Arctic because of the small number of observations which include PSC. This is because it becomes difficult to identify physically meaningful clusters initially at random. Thus, some apriori knowledge to select likely PSCs would be required. For example, a methodology similar to Fromm et al. (2003) could be used.

It should be noted at this point that other studies (Fromm et al., 1997, 2003) have indicated that the high extinctions associated with Type II PSC can cause the termination or commencement of occultation events at anomalously high altitudes. This is caused by the PSC having large opacity and/or size preventing POAM III from measuring lower. Thus, the extinction measurements are most useful for identifying Type I PSCs and will undersample Type II PSCs. To reduce this bias we then utilize quality flags, often referred to as ZMIN flags, to identify profiles with anomalously high commencement of occultation events and include these in the statistics shown later.

2.2 CHAMP RO and Met Office observations

This study also employs data from the radio occultation (RO) experiment onboard the CHAMP satellite available from 2002 to 2005. In this experiment GPS radio signal bending due to atmospheric refraction is measured to determine profiles of atmospheric parameters. The data was processed and provided by the GeoForschungsZentrum (GFZ) Potsdam. Version 005 were used for this study. Specific information on the processing method used is detailed in Wickert et al. (2004). The CHAMP satellite has an inclination of 87° and therefore the data distribution over the globe is nearly uniform. Inversion of bending angle information allows the instrument to produce approximately 150–200 profiles of dry temperature each day over the globe. The dry temperature is the temperature that results from an inversion process that assumes that the radio refractive index variation observed by radio occultation satellites is related to temperature variations only and this is a very good assumption in the dry stratosphere. Dry temperature therefore represents the true atmospheric temperature very accurately in this region.

From Fresnel diffraction theory it can be shown that the profiles have a true vertical resolution of approximately 1.4 km in the stratosphere. However, the data is over-sampled and provided by the GFZ at a vertical spacing of 200 m. The horizontal resolution of an occultation is 200–400 km along the line of sight (LOS) and on the order of 1–3 km across the LOS. A large number of studies have described the quality of these temperature measurements. In particular, comparisons of CHAMP RO measurements with analyses and radiosonde observations display excellent agreement (Wickert et al., 2004; Gobiet et al., 2005; Parrondo et al., 2007; Wang and Lin, 2007). For example, Wickert et al. (2004) compared CHAMP dry temperature with interpolated data from ECMWF meteorological analyses with co-located and near simultaneous radiosonde observations between 10 and 35 km. Biases between ECMWF and CHAMP RO profiles are less than 0.5 K, while comparison using radiosonde observations and RO profiles indicates nearly no bias between
approximately 9 and 27 km. This lack of bias between the observational data sets suggests deviations of the analyses from the real atmospheric situation. Work by Gobiet et al. (2005) which compares ECMWF operational analyses with CHAMP RO data found close overall agreement worldwide, apart from discrepancies in the Antarctic stratosphere where cold biases up to $-2.5$ K and warm biases up to $+3.5$ K were observed.

These and other previous analyses led Wang and Lin (2007) to use COSMIC RO soundings to examine the distribution of the coldest atmospheric temperatures in the Antarctic stratosphere. Their study suggests that these high-quality measurements of vertical temperature structure over the Antarctic region are potentially important inputs for models that predict polar stratospheric clouds occurrence and stratospheric ozone depletion (Huck et al., 2005). Very recent work by Juarez et al. (2009) indicated that CHAMP RO observations are able to detect more PSC-prone temperature profiles during winters with disturbed conditions in the Arctic than the ECMWF analyses. Those authors consider that this is due to the ability of CHAMP RO to detect short-vertical wavelength features which may represent either localized gravity or global-scale planetary waves.

In this study, CHAMP observations are utilized to quantify the magnitude of the background temperature and perturbations associated with gravity waves. However, the resolution of the CHAMP observations has a direct impact on the observability of different portions of the gravity wave spectrum and this needs to be considered. Work by Lange and Jacobi (2003) shows that while the weighting function of the RO measurements is 200–400 km along the LOS, the GPS measurements are sensitive to gravity waves with horizontal wavelengths greater than 100 km and vertical wavelengths between approximately 1.4 and 10 km. This is partially associated with the LOS having a parabolic path in the atmosphere and also the fact that the plane waves visible will depend on the angle between the LOS and the wavefronts. When the LOS is perpendicular to the wavefronts then spatial averaging will significantly affect the wave activity observed. In particular, work by de la Torre and Alexander (2005) has shown that the observability of mountain waves, which have horizontal wavelengths of tens to hundreds of kilometers, can be significantly impacted. Further work by Baumgartner and McDonald (2007) suggested that the preponderance of LOS within 30 degrees of the north/south axis in the Antarctic region means that the viewing geometry over the Antarctic Peninsula and the Trans-Antarctic Mountains potentially favoured the detection of the mountain waves by CHAMP in these regions. However, all previous work suggests that CHAMP RO measurements observe a limited portion of the gravity wave field. A study detailed in McDonald and Hertzog (2008) which compared coincident CHAMP and in-situ super-pressure balloon measurements of the gravity wave field suggests that overall the wave field is such that CHAMP underestimates the magnitude of the potential energy per unit mass. Thus, in any analysis CHAMP would likely provide a conservative estimate of the impact of temperature perturbations associated with gravity waves. Ancillary profiles of temperature and pressure from the Met Office analyses which have been interpolated to the location and time of the POAM III measurements have also been used in this study. The details of the Met Office analyses are described in Lorenc et al. (2000).

2.3 PSC temperature thresholds

In our analysis temperatures obtained from CHAMP observations and Met Office analyses are used to determine the frequency of temperatures below various temperature thresholds. The NAT formation temperature, $T_{\text{NAT}}$, at 18 km as derived using the formulation of Hanson and Mauersberger (1988) which is a function of nitric acid, water vapour concentrations and pressure is shown in Fig. 2. The ranges selected are typical of concentrations in the polar stratosphere. Figure 2 clearly shows that $T_{\text{NAT}}$ varies much more as a function of water vapour than nitric acid mixing ratios for the ranges typical of the Antarctic stratosphere chosen in this diagram. The selection of these values is based on nitric acid concentrations identified in Santee et al. (2007) and typical water vapour concentrations at this altitude measured by the POAM III instrument (see Fig. 3). The probability of crossing the NAT formation temperature threshold is thus determined by comparing Met Office and CHAMP temperature observations at a specific altitude with the $T_{\text{NAT}}$ threshold derived using the formulation of Hanson and Mauersberger (1988) for that altitude. The $H_2O$ variation used is taken from the POAM III observations and a constant nitric acid mixing ratio of 10 ppbv is assumed unless indicated otherwise in the text. As previously indicated this study assumes the

![Fig. 2. Contour plot of the NAT PSC formation temperature (Kelvin) as a function of nitric acid and water mixing ratios at 18 km (Function based on Hanson and Mauersberger (1988)).](image-url)
STS formation temperature occurs at 3.5 K below the value of $T_{\text{nat}}$ (Carslaw et al., 1994) and the ice frost point temperature is derived using the empirical formulae identified in Marti and Mauersberger (1993).

A time-altitude contour plot of the water vapour mixing ratio for the period January 2002 to December 2005, used in the temperature threshold calculations utilized in the rest of this paper, is shown in Fig. 3. Examination of the seasonal variation of water vapour mixing ratio displays a consistent irreversible dehydration potentially associated with the sedimentation of ice PSC at altitudes between 12 and 20 km between August and September each year. Nedoluha et al. (2003) indicates that the higher water vapour mixing ratios observed at elevated altitudes are likely to be associated with moist air moving into the region via diabatic descent.

Uncertainties on the probabilities displayed later in this study are derived assuming a binomial distribution in a similar manner to that utilized in Alfred et al. (2007). The standard deviation of a binomial distribution, $\sigma$, can be written as:

$$\sigma = \sqrt{Np(1-p)}$$  

where $N$ is the number of observations and $p$ is the probability. This number indicates the number of observations that might occur by chance and thus needs to be divided by the total number of observations to determine the uncertainty on the probability.

3 Results

Figure 4 displays a time-altitude contour plot of the median Met Office analysis temperature interpolated to the positions of POAM III observations for 2000. Overlaid are the 25 and 75% PSC probability contours determined from POAM III extinction measurements. To ensure a large enough statistical sample, probabilities are calculated using a sliding 10-day window. Examination of Fig. 4 suggests a qualitative correspondence between cool temperatures and PSC occurrence.

Figure 5 displays the probability of temperatures below $T_{\text{nat}}$ based on Met Office analyses (red line), the STS PSC formation temperature (green line), $T_{\text{sts}}$, and the ice nucleation temperature (blue line), $T_{\text{ice}}$, against time of year. Figure 5 also displays the probability of PSC detection based on the k-means detection algorithm applied to POAM III observations (black line). The latter also includes additional regions identified using the ZMIN quality flag (reducing the underestimation of Type II PSC). It should be noted that the values in Fig. 5 are the probabilities of PSC occurrence at 18 km derived over a 10 day interval. This methodology should provide accurate values of both PSC occurrence and temperature threshold crossings, but the daily values plotted will not be independent. Statistical uncertainties are calculated as a three-standard-deviation envelope around each of the average series (displayed, for reference purposes, on the fifteenth day of each month). Note that problems with the POAM III instrument and quality control procedures produce data gaps in several years observations, most noticeably 2004 (see Fig. 5). Examination of Fig. 5 shows the expected increase in PSC incidence from June to September and a general reduction in occurrence after this date associated with changes in temperature, nitric acid and water.
vapour concentrations. However, comparison of the PSC occurrence predicted from temperature threshold crossings and those derived from POAM III extinction data do not correspond within the defined uncertainties in several regions.

Averaged over the entire period identified the $T_{\text{NAT}}$ temperature threshold derived from Met Office analyses predicts more PSC than observed by POAM III. This is to be expected because Type Ia PSC formation requires average temperatures below the $T_{\text{NAT}}$ threshold for a period. The exact temperature value required varies dependent on whether NAT only forms by heterogeneous nucleation on pre-existing ice particles, requiring temperatures below $T_{\text{ICE}}$ (Carslaw et al., 1994), or NAT nucleation mechanisms independent of the existence of ice particles (Hitchman et al., 2003; Pagan et al., 2004; Svendsen et al., 2005). The POAM III observations predict between 60 and 85% of the occurrence identified by the $T_{\text{NAT}}$ temperature threshold in all the years except 2004 where only 45% of the PSC predicted by the $T_{\text{NAT}}$ threshold is observed. Comparison of the PSC occurrence observed by POAM III and identified by the $T_{\text{STS}}$ temperature threshold displays a better correspondence, but this threshold still overestimates the quantity of PSC. It should be noted that this result concurs with recent CALIPSO observations detailed in Pitts et al. (2007) which suggest that the $T_{\text{STS}}$ temperature threshold may be a better measure of PSC existence than the $T_{\text{NAT}}$ threshold. Inspection of the frequency of PSC occurrence identified by the $T_{\text{ICE}}$ threshold derived from analyses and the POAM III frequency suggests the $T_{\text{ICE}}$ occurrence generally significantly underestimates the quantity of PSC observed by POAM III.

Close examination of Fig. 5 indicates that, during certain years (specifically 1999 and 2002 to 2005 inclusive), the observed quantity of PSC in June is greater than that predicted from $T_{\text{NAT}}$ and $T_{\text{STS}}$ temperature thresholds alone. Analysis (not shown here) indicates that this pattern does not change significantly even if the nitric acid mixing ratio is increased to 15 ppbv; this change would make the temperature threshold warmer and thus easier to cross. It is also noticeable that at all other periods of the year the probability of PSC occurrence from POAM III measurements is smaller than the
expected value based on the proportion of observations below the $T_{\text{NAT}}$ threshold. The probability of PSC occurrence based on the $T_{\text{ICE}}$ temperature threshold does not exceed the probability of occurrence based on POAM III observations in any of the eight observational years until after mid-August. Comparison of PSC occurrence based on POAM III observations with the quantity of Met Office analysis data below the $T_{\text{STS}}$ threshold shows a greater, but not perfect, correspondence which is generally best between the start of July and the start of September. It should be noted that the temperature thresholds determined account for variations in the water vapour mixing ratio based on POAM III observations, but that the nitric acid is held constant at 10 ppbv. Previous studies suggest that the difference between the occurrence probability based on POAM III observations and those based on temperature thresholds later in the season is due to denitrification and dehydration (Nedoluha et al., 2003; Alfred et al., 2007). Thus, the fixed nitric acid concentrations used in Fig. 5 are likely to explain some of the over-estimation observed after June. Note also that while not shown here Type Ia PSCs are identified almost exclusively by the unsupervised clustering algorithm in June and early July in all years.

As previously indicated NAT particles probably normally form at temperatures several degrees colder than $T_{\text{NAT}}$ (Tabazadeh et al., 2001) or at even lower temperatures (Carslaw et al., 1998). Therefore, a high probability of PSC formation would not be expected in June even if the probability of temperatures crossing the $T_{\text{NAT}}$ temperature threshold was relatively large unless a mechanism for Type Ia cloud formation that requires temperatures only below $T_{\text{NAT}}$ exists. This study examines whether the enhanced PSC occurrence observed can be explained by gravity wave motions. It should be noted that previous work by Saitoh et al. (2006) has identified a similar enhanced PSC occurrence in June 2003 compared to that identified by temperature thresholds using ILAS-II data. An enhanced level of PSC occurrence in June 2003 was also observed and modelled by Höpfner et al. (2006). Their study showed that only heterogenous nucleation on ice formed in mountain waves could reproduce the observed PSC morphology. This analysis has also recently been confirmed by AIRS observations discussed by Eckermann et al. (2009).

Poole and Pitts (1994) have examined the relationship between PSC frequency and temperature previously and shown that PSC formation in the Southern Hemisphere is less likely later in the PSC season than earlier. Other studies, such as Mergenthaler et al. (1997) have suggested that PSC formation late in the PSC season in the Southern Hemisphere is strongly affected by the preceding denitrification and dehydration which fits with the observations displayed in Fig. 3 and 5. Saitoh et al. (2006) also suggests that PSC frequency depends on the degree of denitrification later in the season. Their study also indicates that $T_{\text{NAT}}$ is not a good measure of PSC occurrence especially above 20 km in late winter.

A potential explanation for the differences between the PSC occurrence rates derived from temperature thresholds using Met Office analyses and those derived from POAM III extinction data could be seasonally varying biases in the Met Office observations. For example, a warm bias in the Met Office temperatures in June would produce lower PSC occurrence rates than the true values which might explain the discrepancies observed in some years in this period. Figure 6 therefore compares Met Office analyses and CHAMP RO temperatures at the POAM III sampling latitudes (see Fig. 1). It should be noted that studies by Parrondo et al. (2007) and Luntama et al. (2008) have previously shown that CHAMP observations provide good estimates of the background temperatures which can be used to identify issues in reanalysis datasets. Figure 6 displays time-altitude contour plots of the median temperature observed by Met Office analyses and CHAMP RO observations in 2005. The black contour line in both panels of Fig. 6 displays the 195 K contour line from the Met Office analyses for reference purposes. In this case, Figure 6 is used to identify whether the increased $T_{\text{NAT}}$ occurrence probability observed in June may be associated with biases between the temperatures identified in the Met Office analyses and the CHAMP RO observations. We remove the effect of gravity wave perturbations on the CHAMP RO observations by using a 4th order polynomial filter. Examination shows a good correspondence between CHAMP RO and Met Office analyses in June, though detailed examination suggests the CHAMP RO observations are slightly cooler. In July to August the temperatures differences are negligible and in September and October the temperatures of the Met Office analyses are slightly cooler than the CHAMP observations. Over the entire period the mean bias between the two sets of data is very small ($\sim 0.08$ K). Similar analysis for 2002, 2003 and 2004 shows mean differences of 0.24, 0.2 and 0.47 K, respectively. The similarity of the bias in each year compared to the change in the difference between the estimated PSC occurrence based on temperature information and POAM III observations suggests that the difference can not be solely explained by bias in the Met Office temperatures.

This study now examines the potential of gravity waves to cause more temperature threshold crossings than expected from the mean represented by Met Office analyses and in particular attempts to identify whether the enhanced PSC frequency in June may be associated with temperature variations that are not resolved in the Met Office analyses. To examine this we use high vertical resolution measurements made by the CHAMP RO instrument available between 2002 and 2005. It should be noted that the CHAMP observations are not dense enough to directly identify the presence of gravity waves at POAM III measurement locations and thus we are limited to examining temperature threshold crossing frequencies.
We begin by displaying a single CHAMP temperature profile observed on 2 June 2006 (see Fig. 7). Figure 7 also displays the mean temperature derived by applying a 4th order polynomial fit to the CHAMP observations (red line) and the \( T_{\text{NAT}} \) (blue line) and \( T_{\text{ICE}} \) (blue dashed line) temperature thresholds. This temperature profile displays a clear wave-like structure. The temperature perturbations associated with the gravity wave (the difference between the red and green lines) allow the \( T_{\text{NAT}} \) threshold to be crossed at around 17 km and between approximately 20 and 21 km, while the mean temperature profile does not cross the \( T_{\text{NAT}} \) threshold. It should also be noted that the temperature perturbations, typically ±2 K, do not cross the \( T_{\text{ICE}} \) threshold. This is typical in CHAMP observations for this period of the year, but periods where the temperature perturbations associated with gravity waves allow a crossing of the \( T_{\text{STEPS}} \) or the \( T_{\text{ICE}} \) threshold do occur. It should be noted that the magnitude of the temperature perturbations observed corresponds well to those identified in Innis and Klekociuk (2006). However, the impact of observational filtering on CHAMP measurements will mean that these observations under-represent the true magnitude of temperature perturbations associated with portions of the gravity wave spectrum. Thus, it is not possible to guarantee that the true minimum temperatures are not significantly cooler than those observed. The analysis in Lange and Jacobi (2003) suggests that CHAMP observations are likely to provide a lower limit on the impact of gravity waves on PSC formation. It should also be noted that while not perfect the relatively high resolution of CHAMP data in the vertical and horizontal resolution compared to model resolution does allow fine-scale structure not observed in analyses to be examined (Juarez et al., 2009).

Figure 8 displays temperature distributions relative to \( T_{\text{NAT}} \) taken from CHAMP RO observations at 18 km for different months and latitudinal bands. The aim of Fig. 8 is to show the temporal and spatial structure of temperatures conducive to PSC formation unhindered by the POAM sampling pattern and to be of use for comparisons with Fig. 5. Given the relatively small number of CHAMP profiles in each month observed poleward of 60°S, generally less than 700, we have used coarse ten degree wide latitudinal bands to ensure significant numbers of points in each histogram. The use of these wide regions make it more difficult to compare directly with the Met Office analyses, but given the limited intra-monthly CHAMP data and the more detailed analysis discussed later we believe this is not a significant issue. This coarse latitudinal sampling also has the benefit of reducing any affects associated with a distorted vortex. Examination
of Fig. 8 shows a clear latitudinal variation with colder temperatures observed towards the pole. A seasonal variation with coldest temperatures observed in July and August is also observable in each latitude band. Examination of the temperature relative to the $T_{\text{NA T}}$ temperature threshold shows that in July and August at latitudes poleward of 70° S nearly all the temperatures observed are below $T_{\text{NA T}}$. Given that temperature perturbations associated with gravity waves are most likely to have a significant impact on PSC occurrence when the climatological mean is close to a PSC temperature threshold it is important to identify the dates and latitudes when these conditions occur. These conditions preferentially occur between 60° to 70° S in June through August, in the 70° to 80° S range in August to September and in the 80° to 90° range in October. Comparison of this variation with the POAM latitudinal sampling pattern displayed in Fig. 1 shows a quite good agreement until the end of September. Thus, while the POAM observations are clearly not representative of the conditions associated with the whole vortex, as previously identified by Pitts et al. (2007) for solar occultation sampling, they actually follow the region where temperatures may be conducive for gravity wave induced PSC formation quite well at this altitude. However, it should be noted that this correspondence is not perfect and is only relevant to the $T_{\text{NA T}}$ threshold and the POAM sampling does not observe the Antarctic peninsula in August and September when there is still a possibility of significant gravity wave impacts. The general consistency of these patterns from year to year is also clear, with the exception of 2002, on examination of Fig. 8.

A simple comparison of the occurrence of temperatures below $T_{\text{NA T}}$ shows that in June 2002 CHAMP RO observations occur 29% of the time, Met Office analyses have a mean occurrence of approximately 20% over the month and the POAM III extinction data suggests an occurrence rate of roughly 30%. A closer correspondence between the CHAMP RO and POAM observations is therefore apparent. In 2003 CHAMP RO observations occur 30% of the time, Met Office analyses have a mean occurrence of approximately 20% over the month and the POAM extinction data have an occurrence rate of roughly 20%. In this case, the CHAMP RO observations suggest a higher PSC occurrence than the POAM observations. In 2004 CHAMP RO observations suggest temperatures below $T_{\text{NA T}}$ occur 23% of the time, Met Office temperatures are below the NAT threshold about 15% of the time and POAM III data identifies PSC 19% of the time. Similar results occur in 2005 with a slightly closer correspondence between the CHAMP RO observations and the POAM III values. This simple analysis indicates that in some cases CHAMP RO has the potential to provide better estimates of temperature than those of the Met Office analysis. It is interesting that in other months and latitudinal bands the probabilities determined from CHAMP RO data are larger than those derived from POAM III observations. Given the work detailed in Juarez et al. (2009) the slightly better relationship in each June could be associated with the ability of CHAMP RO measurements to observe fine-scale structure not included in analyses. The enhanced PSC occurrence in the 60° to 70° latitude range in June may be evidence that the gravity wave “hotspot” of the Antarctic peninsula (Baumgaertner and McDonald, 2007; Hertzog et al., 2008) could be particularly important in this period. Basically, the combination of mean temperatures close to the $T_{\text{NA T}}$ threshold and large mountain wave temperature perturbations could be important. The over-estimation of PSC by CHAMP RO observations in some years in June, notably 2003, could be associated with a number of possible factors. The over-estimation could be associated with the fact that temperatures below $T_{\text{NA T}}$ do not necessarily lead to NAT formation straight away (Peter, 1997). The over-estimation could also be associated with differences in the spatial and temporal distribution of CHAMP and POAM III observations. Another possibility is that the limited longitudinal sampling of POAM III observations may underestimate PSC in some years. It should be noted that the consistent over-estimation of PSC frequency by CHAMP RO compared to that identified using POAM III is perhaps expected. More consistent over-estimation of the true PSC occurrence based on temperature thresholds makes physical sense given that these thresholds are a necessary but not sufficient condition for PSC formation.
4 Discussion

As previously indicated temperature biases may explain some of the differences observed between temperature threshold crossing frequencies and the frequency of PSC observed by POAM III extinction measurements. However, further inspection suggests that some features of the data may point to a role for internal gravity wave temperature perturbations. Figure 9 displays a time-longitude contour plot for 2005 of the probability of PSC formation based on POAM III observations. Examination of Fig. 9 shows that an enhanced PSC probability, which relates to the enhancements in June described previously in relation to Fig. 5, occurs around a longitude of 300° E. This longitude corresponds to the position of the Antarctic peninsula which has previously been identified as a “hotspot” for gravity wave activity (Wu and Jiang, 2002; Baumgaertner and McDonald, 2007; Hertzog et al., 2008) and therefore might be a potential region of enhanced PSC occurrence. A distinct wavenumber one signature is observable later in the season which is likely to be caused by planetary waves.

Thus, the expectation that a region of high gravity wave activity might be associated with ‘enhanced’ PSC occurrence seems to be confirmed. It should be noted that MIPAS measurements have identified enhanced PSC occurrence associated with mountain waves in this area earlier in the same month in 2003 (Höpfner et al., 2006). This suggests that mountain waves may play a significant role in enhanced PSC formation and that this enhancement may occur frequently in this region and period. This is supported by the fact that the time-longitude contour plot for 2003 derived from POAM III data (not shown) displays a similar pattern to that observed in Fig. 9. However, it should be noted that the background temperatures shown in Fig. 8 display a large proportion of observations close to the NAT formation temperature (\(T_{NAT}\)). Thus, the observed enhancement is likely to be a result of both these factors.

As previously indicated Figure 5 shows that during June the number of PSC observed is greater than expected based on the occurrence of regions where the \(T_{NAT}\) and \(T_{STS}\) temperature thresholds are crossed in some years, most clearly 2002 and 2005 but also for a short period in 2003. A previous study by Saitoh et al. (2006) using ILAS-II observations from...
2003 shows a corresponding enhanced PSC frequency compared to that expected based on temperature thresholds. This is a strong validation of the results presented in this study since Saitoh et al. (2006) uses the mean plus five standard deviations from the ILAS-II aerosol extinction data to identify PSC, an extremely conservative threshold.

To examine the importance of gravity wave temperature perturbations on temperature threshold crossings we can use CHAMP RO observations with and without these temperature perturbations included. Figure 10 displays the probability of temperatures below the $T_{\text{NA T}}$ temperature threshold against the probability of the threshold crossing being associated with a gravity wave perturbation based on CHAMP RO observations for 2002 to 2005. The second parameter was calculated by identifying all those temperature profiles where the $T_{\text{NA T}}$ threshold was crossed and comparing whether the $T_{\text{NA T}}$ threshold was crossed if only the mean temperature structure, identified using a 4th order polynomial fit to the CHAMP profile and thereby removing small vertical scale motions, was observed. By comparing the number of threshold crossings associated with the smoothed profile and the unfiltered profile we can determine the proportion of $T_{\text{NA T}}$ crossings which occur because of temperature perturbations. Figure 10 suggests that temperature perturbations associated with gravity waves account for approximately 40% of $T_{\text{NA T}}$ temperature threshold crossings in every June observed (2002 to 2005) and roughly 15% in all other months and years. It should be noted that only CHAMP profiles in the same latitude region that POAM III observations examine have been used in this analysis. Figure 10 suggests that gravity waves may have a significant impact early in the

PSC formation season when the mean temperature is close to the $T_{\text{NA T}}$ threshold. This may explain the very clear identification of mountain waves as the source of PSC detailed in Höpfnner et al. (2006). The value for the months other than June compare extremely well with the estimate indicated in Innis and Klekociuk (2006) that gravity wave perturbations influence PSC formation approximately 15% of the time.

Examination of the quantity of data close to the $T_{\text{NA T}}$ threshold in Fig. 8 corroborates the estimates of the gravity wave influence derived in Fig. 10. In particular, when POAM observes between 65° and 70° S the quantity is close to 40% in June and between 10–20% for July to October when examined at the POAM sampling latitudes. Another interesting point identified by a reviewer of this paper is that we can then infer from Fig. 8 that the gravity wave impact on NAT nucleation should be around 20% for August and September above the Peninsula.

Similar analysis to that shown in Fig. 10 for the $T_{\text{STS}}$ and $T_{\text{ICE}}$ temperature thresholds shows comparable results; that is an increased frequency of crossing the thresholds associated with gravity wave perturbations. However, the seasonal patterns are shifted towards colder months as might be expected. In addition, no extra threshold crossings associated with $T_{\text{STS}}$ and $T_{\text{ICE}}$ are observed in June. Given that NAT particles are usually considered to form at temperatures several degrees colder than $T_{\text{NA T}}$ (Tabazahed et al., 2001) or at even lower temperatures (Carslaw et al., 1998) the quantity
of PSC observed by POAM III is a little surprising and possibly supports studies such as Voigt et al. (2005) which suggest that there is a mechanism for NAT PSC formation that requires temperatures no lower than a few degrees below $T_{\text{NAT}}$. But, this result is dependent on the level of observational filtering in CHAMP measurements and could also be impacted by the constant value of nitric acid assumed in this work.

As previously indicated observational filtering means that CHAMP RO measurements observe only a portion of the actual gravity wave spectrum (Lange and Jacobi, 2003). The finite spatial resolution of the CHAMP observations means that any temperature perturbation observed can be thought of as a spatial average of the temperature perturbations over the satellite’s weighting function. This spatial averaging thereby reduces the variance observed. The study by Lange and Jacobi (2003) using a simple assumed gravity wave field, which has a gravity wave spectrum with constant amplitude in the range 100–1000 km horizontal and 1-10 km vertical wavelength, indicates that about 80% of the total variance is retrieved in the worst case when the LOS scans perpendicular to the wave crests and about 88% when the LOS through the gravity waves is arbitrarily oriented. Assuming a more realistic vertical wavelength spectrum with a spectral gradient of $-5/3$ the mean observed variance reduces by an additional 2-3%. However, PSC formation will be impacted only by regions where the temperature is sufficiently cool for formation to occur. Thus, since the POAM III instrument is also a limb sounder (and effectively produces a spatially averaged extinction) it will observe the integrated affect of a heterogeneous temperature field on PSC occurrence. Given high resolution lidar observations of heterogeneous structures associated with PSC fields display clear phase structures related to gravity waves (Shibata et al., 2003). We would suggest that the spatial average temperature field may be a useful measure of the PSC formation potential averaged over an area. However, it should be noted that this measure is by no means perfect because the nonlinear hysteresis affect inherent in PSC microphysics would impact the spatial average.

5 Conclusions

Examination of Fig. 5 shows that PSC occurrence can be relatively well predicted by the presence of temperatures below either the $T_{\text{NAT}}$ or $T_{\text{STS}}$ thresholds. This is particularly true if varying water vapour and nitric acid concentrations are taken into account. However, in some years more PSC than might be expected from examination of simple temperature thresholds applied to Met Office analyses are observed in June. The lack of simultaneous nitric acid measurements means that during periods of denitrification the temperature thresholds significantly overestimate PSC occurrence, this is particularly clear in October in several years.

Inspection of the distribution of temperatures relative to the $T_{\text{NAT}}$ threshold shown in Fig. 8 shows that the latitudinal variation of POAM III measurements means that these values are not representative of the whole vortex, as previously identified by Pitts et al. (2007). However, the POAM III observations occur in regions where temperatures are conducive for gravity wave induced PSC formation. When focusing on the June results examination of the probability of temperatures below the $T_{\text{NAT}}$ threshold based on CHAMP observations show a slightly improved predictive capability compared to the PSC occurrence derived from Met Office data. CHAMP RO observations are consistently close or over-estimate the PSC occurrence measured by POAM III. This makes some physical sense given that these thresholds are a necessary but not sufficient condition for PSC formation. This improved correspondence may partially be associated with a warm bias in the Met Office temperature data compared to CHAMP RO measurements.

Analysis of the CHAMP temperature observations suggests that temperature perturbations associated with gravity waves are likely to be important in explaining the enhanced PSC incidence observed in June. Examination of the longitudinal structure in June 2005 also shows that the enhanced PSC occurrence is close to the Antarctic peninsula, a known mountain wave “hotspot”. Analysis also suggests that the temperature perturbations produced by gravity waves are most important early in the Antarctic winter, but have a smaller effect later in the winter. However, it should be noted that the ‘enhanced’ PSC occurrence in June is likely to be associated with both strong temperature perturbations associated with mountain waves and temperatures hovering slightly above the $T_{\text{NAT}}$ temperature threshold. The lower values later in the winter are likely to be affected by the cooler background temperatures making extra temperature threshold crossings more unlikely and the reduced magnitude of gravity waves perturbations observed as POAM III begins to sample poleward of the peninsula.

Based on Fig. 10 temperature perturbations associated with gravity waves contribute to the formation of about 15% of the $T_{\text{NAT}}$ threshold crossings observed, a value which corresponds well to the value derived in Innis and Klekociuk (2006). It is important to note that the values derived from CHAMP data may be underestimates because of observational filtering and thus should be considered conservative estimates. Studies which focus on ozone depletion in the early period of the Antarctic winter may need to be aware or parameterize for the effect of gravity waves on PSC formation. In the future we aim to complete a more conclusive study by using measurements from CALIPSO and the COSMIC satellites.
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