Regional modelling of tracer transport by tropical convection – Part 1: Sensitivity to convection parameterization
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Abstract. The general objective of this series of papers is to evaluate long duration limited area simulations with idealised tracers as a tool to assess tracer transport in chemistry-transport models (CTMs). In this first paper, we analyse the results of six simulations using different convection closures and parameterizations. The simulations are using the Grell and Dévényi (2002) mass-flux framework for the convection parameterization with different closures (Grell = GR, Arakawa-Shubert = AS, Kain-Fritch = KF, Low omega = LO, Moisture convergence = MC) and an ensemble parameterization (EN) based on the other five closures. The simulations are run for one month during the SCOUT-O3 field campaign lead from Darwin (Australia). They have a 60 km horizontal resolution and a fine vertical resolution in the upper troposphere/lower stratosphere. Meteorological results are compared with satellite products, radiosoundings and SCOUT-O3 aircraft campaign data. They show that the model is generally in good agreement with the measurements with less variability in the model. Except for the precipitation field, the differences between the six simulations are small on average with respect to the differences with the meteorological observations. The comparison with TRMM rainrates shows that the six parameterizations or closures have similar behaviour concerning convection triggering times and locations. However, the 6 simulations provide two different behaviours for rainfall values, with the EN, AS and KF parameterizations (Group 1) modelling better rain fields than LO, MC and GR (Group 2). The vertical distribution of tropospheric tracers is very different for the two groups showing significantly more transport into the TTL for Group 1 related to the larger average values of the upward velocities. Nevertheless the low values for the Group 1 fluxes at and above the cold point level indicate that the model does not simulate significant overshooting. For stratospheric tracers, the differences between the two groups are small indicating that the downward transport from the stratosphere is more related to the turbulent mixing parameterization than to the convection parameterization.

1 Introduction

It has long been recognized that air mainly enters the lower stratosphere in the tropics from where it is then distributed at the global scale through the Brewer-Dobson circulation. Although many studies of the troposphere-to-stratosphere transport (TST) have already been published (e.g. reviews by Holton et al., 1995 and Stohl et al., 2003 or e.g. recent work by Ricaud et al., 2007 and Duncan et al., 2007), the detailed processes leading to TST and their quantification are still debated. The Tropical Tropopause Layer (Sherwood and Dessler, 2000), called TTL hereafter, can be defined as the transitional layer between air with typical tropospheric characteristics and air with typical stratospheric characteristics. The TTL is therefore a key layer for TST studies. Air masses reaching a height above the zero radiative heating level within the TTL will slowly rise into the lower stratosphere while horizontally advected (Folkins et al., 1999; Sherwood and Dessler, 2001; Fueglistaler et al., 2004). In practice, several definitions of the TTL have been proposed in the literature (Highwood and Hoskins, 1998; Folkins et al., 1999; Gettelman and Forster, 2002; Fueglistaler et al., 2004). In the present paper, we use the recent definition proposed...
by Fueglistaler (2009). The TTL bottom is set above the top of the main cumulus outflow layer \((z \approx 14 \text{ km} \Theta \approx 355 \text{ K})\). Above this level air is radiatively heated under all sky conditions. The top of the TTL is at \(z \approx 18.5 \text{ km} \Theta \approx 425 \text{ K})\) where the most energetic and intense cumulonimbus can reach (overshooting convection). The chemical composition of the TTL is closely linked to tropical convection which can transport vertically and rapidly the lower tropospheric emissions into the TTL altitude range (e.g. Wang et al., 1995; Pickering et al., 1996; Marécal et al., 2006). Convective transport may also have an impact on Stratophere to Troposphere Transport (STT) from convection induced downdrafts (e.g. Baray et al., 1999; Leclair de Bellevue et al., 2006) and breaking of convectively driven gravity waves (e.g. Rivière et al., 2006).

To study the transport of tracers, the local convection as well as the large scale advection and the radiative transport processes have to be taken into account. The large scale processes are generally well handled by global chemistry transport models (CTMs) which are forced by dynamical fields from state-of-art weather forecast models. In most current CTMs the subgrid-scale convection is parameterized and the associated tracer transport is taken into account in a consistent manner. Convection is known to be one of the major sources of uncertainty in CTMs. It is linked to the uncertainty on the convection parameterizations themselves and on the fact that they are applied on off-line dynamical fields. To study TST in the tropics using a CTM it is therefore required to assess the quality of the tracer transport by its convection parameterization. One possibility is to compare with measurements gathered in the TTL or with validated cloud resolving model simulations of observed tropical convection case studies. But the number of case studies available from field campaigns or from cloud scale simulations is too small to allow a general evaluation of CTMs. The alternative approach proposed here is to use long duration (~one month) regional (typically 6000 km x 4000 km) simulations with a limited-area model using finer vertical (a few hundred meters in the TTL) and horizontal (~20–100 km) resolutions than typical CTM resolutions (≥1°). Such simulations aim at bridging the gap between the small spatial and temporal scales associated with convection and the CTM global and long time scales. On one hand, the comparison of regional simulation results with campaign data or cloud scale simulations is meaningful thanks to the resolution chosen in regional runs. On the other hand, statistical comparisons with global CTM results are possible since the regional simulations are long enough and over a domain sufficiently large. In this context, the objective of this series of two papers is to evaluate long-duration regional simulations with a limited-area model as a tool to produce realistic tracer transport by tropical convection. These simulations could then be used for the assessment of CTMs.

In the framework of tracer transport, several comparative studies of convection parameterizations have been published with different types of models. Using the convection parameterizations proposed by Hack (1994) and Zhang and McFarlane (1995) in a global climate model, Gilliland and Hartley (1998) concluded that the two convection schemes have significantly different effects on the tropical circulation and the subsequent interhemispheric tracer transport. Zhang et al. (2008) conducted recently a comparative study on tracer transport of \(^{222}\) Radon in a global climate model. They found large differences in the vertical distribution of the tracer between the cumulus parameterizations from Tiedke (1989) modified by Nordeng (1994) and from Zhang and McFarlane (1995) combined with Hack (1994). Lawrence and Rasch (2005) compared convective mass fluxes based on the plume ensemble formulation (e.g. Arakawa and Schubert, 1974; Grell, 1993) and on the bulk formulation (e.g. Tiedke, 1989; Zhang and McFarlane, 1995) in the MATCH CTM. They showed that the bulk formulation is an adequate approximation for most tracers with lifetimes of a week or longer but not efficient enough for the tracer transport of short-lived species. Folkins et al. (2006) tested four cumulus parameterizations implanted in different global forecast models. The intercomparison was inconclusive since the differences between the model results could be related not only to the convection parameterizations but also to other differences in the model setups. Simulations with the NCAR/MM5 limited area model of a tropical convective system were performed by Wang et al. (1996). They found similar average transport profiles using the Kain and Fritsch (1993) or the Grell (1993) convection schemes. All these studies show that the choice of the convection parameterization is important for tracer transport in models. This issue is the subject of the present paper (Part 1) that is devoted to the study of the sensitivity of the regional modelling approach to the subgrid scale deep convection parameterization. The second paper (Part 2) of this series of papers is focused on the sensitivity to the model vertical and horizontal resolutions that are known to have a significant effect on the convective tracer transport (e.g. Deng et al., 2004, Wild and Prather 2006).

The present work makes use of the operational limited area CATT-BRAMS (Coupled Aerosol Tracer Transport model to the Brazilian Regional Atmospheric Modeling System) model (Freitas et al., 2009). It is based on the Brazilian version of the RAMS model, tailored to the tropics. The BRAMS includes a deep cumulus parameterization based on the mass-flux approach proposed by Grell and Dévényi (2002) with several possible closures. The CATT-BRAMS has an on-line tracer transport model fully consistent with the simulated atmospheric dynamics including transport by convection. The simulated area is in the Maritime continent known to be a very active region of convection. The simulation period chosen ranges from mid-November 2005 to mid-December 2005 and corresponds to the SCOUT-O3 field campaign period (Vaughan et al., 2008). During this campaign, convection was very intense and evidence of overshooting events was shown (Corti et al., 2008). The
meteorological data from this experiment are used to validate the model transport by convection, as well as satellite-derived products and radiosoundings. Simulation experiments were run with idealized tracers. This type of tracer cannot be compared to measurements for evaluation but they are useful for understanding the dynamical processes linked to tropical convection driving the tracer spatial distribution. Moreover simulation of real tracers is difficult to analyse due to uncertainties in the intensity, location and time of the emissions and in the background distribution.

In the present paper, the CATT-BRAMS model and the setup of the simulation experiments are described in Sect. 2. The model evaluation of the meteorological fields is presented in Sect. 3. Section 4 is devoted to the analysis and discussion of the model results for the tracers. Concluding remarks are given in Sect. 5.

2 Numerical model

2.1 Model description

The CATT-BRAMS model (Freitas et al., 2009) used in the present study is an on-line transport model fully consistent with the simulated atmospheric dynamics. The atmospheric model BRAMS (Brazilian RAMS, http://brams.cptec.inpe.br/) is based on the Regional Atmospheric Modeling System (RAMS, Cotton et al., 2003). It is tailored to the tropics with several improvements such as the cumulus convection parameterization, soil moisture initialization and surface scheme.

CATT is a numerical system designed to simulate and to study the transport processes associated with the emission of tracers. This is an Eulerian transport model coupled to BRAMS. The tracer transport is run simultaneously (“on-line”) with the atmospheric state evolution using the same time-step. It is consistent with the BRAMS dynamical and physical parameterizations. The tracer mass mixing ratio, which is a prognostic variable, includes the effects of sub-grid scale turbulence in the planetary boundary layer, convective transport by shallow and deep moist convection in addition to the grid scale advection transport.

2.2 General set-up of the simulations

The series of simulations discussed in the present paper has the same set-up except for the deep-convection parameterizations or closures used. Simulations include one grid covering a domain ranging from 100°E to 160°E and from 20°N to 20°S. Horizontal grid spacing is 60 km. The geography of the domain and the associated model topography are illustrated in Fig. 1. It includes 56 vertical levels from surface to 31 km altitude, with a high resolution (300 m depth) between 14.5 km and 19 km, in order to accurately model the upper troposphere and lower stratosphere (UTLS) region. The simulation lasts 30 days from the 15 November 2005 to the 15 December 2005. We use a one-moment bulk micro-physics parameterization which includes cloud water, rain, pristine ice, snow, aggregates, graupel and hail (Walko et al., 1995). It includes prognostic equations for the mixing ratios of rain, of each ice categories and of total water and for the concentration of pristine ice. Water vapour mixing ratio is diagnosed from the prognostic variables using the saturation mixing ratio with respect to liquid water. Shallow convection is parameterized as described in Grell and Devenyi (2002). Parameterizations used for deep convection are presented in Sect. 2.3. All radiative calculations were done with the Harrington (1997) scheme. It is a two-stream scheme which treats the interaction of three solar and five infrared bands with the model gases and with liquid and ice hydrometeors. Therefore, it is sensitive to changes in water vapour and hydrometeor spatial distributions linked to the behaviour of shallow and deep convection parameterizations.

3D-fields at the initial date/time for pressure, temperature, water vapour and horizontal wind come from ECMWF operational analysis. At the lateral boundaries of the domain a zero gradient condition is used for inflow and outflow. On top of this, a nudging procedure is applied to constrain the model towards ECMWF 6-hourly operational analyses with a relaxation timescale of 1 h. At the top of domain, we used a rigid lid with a high viscosity layer above 25 km altitude to damp gravity waves. Soil moisture initialisation is obtained by providing satellite TRMM precipitation estimates to a simple hydrological model (Gevaerd and Freitas, 2006). Sea surface temperatures (SSTs) are constrained using weekly SST analyses derived from satellite data on a 1° × 1° grid.

The transport of tracers is activated in all the simulations. We chose a set of four idealized tracers to characterize the different pathways of exchange between the troposphere and
the stratosphere (see Table 1). The first one is a short-lived tracer designed to focus only on the effect of individual convective events. Its lifetime of 6 h is long enough to be transported by convection but not to be significantly affected by large scale advection and diffusion. It is emitted only above land with an arbitrary constant emission rate of $10^{-9}$ kg m$^{-2}$ s$^{-1}$ over land. It is initialized to 0. The second tracer has the same initial condition and same emission rate but an infinite lifetime in order to analyse TST at the regional scale. Finally, we used two stratospheric tracers to study the effect of convection on Stratosphere to Troposphere Transport (STT). The first one is initialized with a constant mixing ratio of 1 ppt for potential temperatures greater than 380 K (which corresponds approximately to the tropopause level in the tropics and is well into the TTL) and 0 below. Its lifetime is infinite for potential temperatures greater than 380 K and 6 h below 380 K. The second has the same setup but its lifetime is infinite over the whole atmospheric column.

### Table 1. Characteristics of the idealized tracers used in the simulations.

<table>
<thead>
<tr>
<th>Tracer</th>
<th>Lifetime</th>
<th>Initial conditions</th>
<th>Emissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6 h</td>
<td>0</td>
<td>$10^{-9}$ kg m$^{-2}$ s$^{-1}$ over land</td>
</tr>
<tr>
<td>2</td>
<td>Infinite</td>
<td>0</td>
<td>$10^{-9}$ kg m$^{-2}$ s$^{-1}$ over land</td>
</tr>
<tr>
<td>3</td>
<td>Infinite if $\theta &gt; 380$ K, 6 h if $\theta &lt; 380$ K</td>
<td>1 ppt if $\theta &gt; 380$ K, 0 ppt if $\theta &lt; 380$ K</td>
<td>No emissions</td>
</tr>
<tr>
<td>4</td>
<td>Infinite</td>
<td>1 ppt if $\theta &gt; 380$ K, 0 ppt if $\theta &lt; 380$ K</td>
<td>No emissions</td>
</tr>
</tbody>
</table>

2.3 Convection closures and parameterizations

In the present paper, we test five convection closures plus one different convection parameterization and we analyse their impact on the troposphere-stratosphere transport (TST and STT) of tracers. Convection parameterization schemes are procedures that attempt to account for the collective effect of sub-grid scale convective processes on large-scale model variables. These effects (latent heating, evaporative cooling, generation of cirrus clouds associated with the anvil, etc.) have to be determined from the available model variables. Different cumulus parameterizations were developed during the last decades in order to improve model results in convective areas. The mass-flux approach is generally used in mesoscale models. It attempts to explicitly account for convective processes at each grid point by combining a cloud model with the assumption that convection acts to restore the stratified grid column based on moist parcel stability. The cloud model estimates the properties of the convection. The closure assumption specifies the amount of convection that occurs in order to achieve the desired rate of stabilization.

Parameterizations used are based on the formulation proposed by Grell (1993) and Grell et al. (1994) and modified by Grell and Dévényi (2002) to allow the use of five different closure assumptions: Grell (called GR hereafter) (Grell, 1993), Arakawa Schubert (AS) (Arakawa and Schubert, 1974), Kain-Fritsch (KF) (Kain and Fritsch, 1992), moisture convergence (MC) (Kuo, 1974; Krishnamurti et al., 1983), and Low-Omega (LO) (Frank and Cohen, 1987). For each closure the same conceptual model is used; namely, the cloud consists of two steady state circulations caused by an updraft and a downdraft. There is no direct mixing between cloud air and environmental air except at the top and the bottom of the circulation. The additional convection parameterization used is based on an ensemble approach (EN) (Grell and Dévényi, 2002).

The AS closure uses the quasi-equilibrium assumption which states that the stabilisation of the atmosphere by convection is in quasi-equilibrium with the destabilization by large scale processes. The GR closure is a modified AS closure including moist convective-scale downdrafts. The KF closure also uses the stability closure but without any dependence with large scale motions leading to a pure instantaneous stability closure. It assumes that a cloud can rise and then can instantly decay. This after subsidence calculations, the convection is supposed to build and to decay without a steady-state stage. The cloud properties are mixed horizontally with the subsided environment. The MC closure assumes that the convective activity is closely related to the total moisture convergence at the base of clouds. LO uses the same idea as MC, but introduces a downdraft forcing. This downdraft will cause additional mass-flux convergence, creating subsequent forcing of more convection. EN provides the most probable solution based on statistical methods (Stephenson and Doblas-Reyes 2000) applied to a set of sensitivity calculations using perturbed values in GR, AS, KF, MC and LO parameters. The six simulations run using these parameterizations will be referred hereafter as GR, AS, KF, MC, LO and EN experiments.

3 Evaluation of the model meteorological fields

In the present study we cannot validate idealised tracers directly using tracer measurements. Rather we evaluate the atmospheric dynamics by comparing meteorological fields provided by the six simulations against observations. For this purpose we used satellite rainfall estimates from TRMM (Tropical rainfall Measuring Mission), radiosoundings and SCOUT-O3 aircraft measurements. In the Maritime continent area, very few radiosoundings from the operational network provide reliable data. Therefore we only used radiosoundings launched in the frame of the SCOUT-O3...
campaign from Darwin in Australia and those launched from Manus (see Fig. 1). Manus station operates in the frame of the ARM project (Atmospheric Radiation Measurement, http://www.arm.gov/). The comparison with the SCOUT-O3 aircraft measurements allows us to make a detailed analysis of the model behaviour on a case study.

3.1 Comparison with TRMM surface rainfall estimates

We compared the surface accumulated rainfall obtained with the six convection schemes to those estimated by TRMM. The dataset used is 3-hourly and 0.25° x 0.25° resolution and was produced by the 3B42 algorithm (Huffman et al., 2007, http://trmm.gsfc.nasa.gov). Figure 3a shows the daily mean surface rain rates (in mm day$^{-1}$) estimated by TRMM during the one-month simulation period.

Almost all the domain experienced significant precipitation (over 0.1 mm day$^{-1}$) except in three areas located South of 15° S and North of 15° N. We can also identify four major areas with high precipitation rates (above 10 mm day$^{-1}$) located

- over the New Guinea island (around 140°E; 5°S), with values reaching 10 to 20 mm day$^{-1}$ in the Southern part of the island.

- from the Eastern coast of the Malaysian peninsula (around 100° E; 10° N) to the Eastern coast of Thailand (110° E; 12° N), with very high values above 20 mm day$^{-1}$

- over all the Indonesia Islands (from 100° E to 115° E; 0° S to 30° S)

- on the Eastern coast of Philippines (from 110° E to 115° E; 10° N to 15° N) with values reaching up to 20 mm day$^{-1}$.

The TRMM 3B42 product is based on different satellite measurements mainly from passive remote sensing instruments. It leads to uncertainties on the surface rainrate estimates mainly over land and for very low rainrates. To assess the quality of this product for the chosen area and time period it was compared to the rainrate estimates provided by the Global Precipitation Climatology Project “One-Degree Daily Precipitation DataSet” product (GPCP, Huffman et al., 2001). The TRMM 3B42 product showed a very good agreement for both the precipitation location and intensity (not shown) giving confidence in the TRMM estimates used here.

The simulation period takes place during the monsoon establishment in the Maritime Continent region. Convective activity progressively grows from October to January. A complete description of the meteorological situation during the SCOUT-O3 period is provided in Brunner et al. (2009). Figure 2 displays the time evolution of daily mean rainrates averaged over the whole domain between the 16 November and the 14 December for TRMM measurements and for the six simulations. It shows the progressive enhancement of the precipitation from 3.8 mm day$^{-1}$ to 5.6 mm day$^{-1}$, with a large increase at the beginning of December. The 6 parameterizations well represent the variability of precipitation with time but underestimate the rainrate values. Comparing the six model experiments we can class the convection closures into two groups providing similar results: AS, KF and EN in Group 1, and GR, MC and LO in Group 2. Group 1 provides results generally closer to TRMM measurements than Group 2.

This result is consistent with the mean surface rainrates averaged over the whole simulation period (Fig. 3b to g). The six model experiments well locate the areas of high and low precipitation rates compared with the TRMM-based observations. The very convective areas are well simulated by all six model simulations. Group 1 simulates more extended areas of light precipitation in better agreement with TRMM. For high rainrates Group 1 is closer to the observations over Malaysia and Indonesian Islands around 20 mm day$^{-1}$. The other hand, the lower rates obtained with Group 2 are in better agreement with the measurements over New Guinea where TRMM estimates give values around 10 mm day$^{-1}$ for the South of the island and 5 mm day$^{-1}$ for the North. Group 1 tends to slightly overestimate the values from 1 to 5 mm day$^{-1}$ in this area. Group 1 simulations are also able to capture some of the convection occurring in the North of Australia around Darwin which is missed by Group 2. In other areas TRMM shows more precipitation than all the simulations especially in the centre and in the South over ocean. This could be partly related to a large uncertainty on light precipitation in 3B42 that possibly leads to an overestimation of surface precipitation. But it is also likely due to an uncertainty in light precipitation prediction in the model in all simulations. This is confirmed by the distribution of the model surface rainrates versus TRMM displayed in Fig. 4. Both Group 1 and Group 2 show a tendency to underestimate low rainrates under 10 mm day$^{-1}$ that are associated to stratiform precipitation and to low convective
Fig. 3. Mean surface rainrate in mm day$^{-1}$ from 15 November 2005 to 15 December 2005 for (a) TRMM and the model simulations using (b) Arakawa-Schubert, (c) Kain-Fritsch, (d) Ensemble, (e) Grell, (f) Moisture Convergence, (g) Low Omega.
Fig. 4. Distribution of model surface rain rate versus TRMM averaged over the whole period for (a) Arakawa-Schubert, (b) Kain-Fritsch, (c) Ensemble, (d) Grell, (e) Moisture Convergence, (f) Low Omega.

Precipitation (5–10 mm h\(^{-1}\)). Nevertheless Group 1 performs slightly better. Group 1 also provides a distribution between 10 mm day\(^{-1}\) and 20 mm day\(^{-1}\) (convectively generated precipitation) in better agreement with TRMM estimates than Group 2.

In order to analyse more objectively the simulation performances we calculated precipitation scores: Equitable Threat Score, Probability of detection and False alarm ratio. Equitable Threat Score evaluates how well modelled raining events correspond to observed raining events, according for hits due to chance. Probability Of Detection tells us what fraction of the observed raining events is correctly modelled. False Alarm Ratio highlights the fraction of the modelled events that do not occur. Calculation methods and minimum/maximum values for these scores are displayed in Fig. 5a while results can be seen in Fig. 5b to d. Equitable Threat Score ranges from 0.45 to 0.65 showing the generally good behaviour of the model to forecast precipitation. This is related to the high Probability Of Detection (0.57 to 0.95) meaning that the model is able to trigger precipitation at the right place and time. It also provides fairly often precipitation where not observed (False Alarm Ratio ~0.3). Both Equitable Threat Score and Probability Of Detection evolves towards an improvement during the simulation period. This
Table 2. Mean bias and standard deviation of bias for temperature (K), wind speed (m s\(^{-1}\)) and direction (\(^{\circ}\)) and specific humidity (g kg\(^{-1}\)) based on 12-hourly radiosounding done at Manus and Darwin during the whole simulation period.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Experiment</th>
<th>EN</th>
<th>AS</th>
<th>KF</th>
<th>GR</th>
<th>MC</th>
<th>LO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>Mean Bias</td>
<td>-0.223</td>
<td>-0.222</td>
<td>-0.226</td>
<td>-0.229</td>
<td>-0.232</td>
<td>-0.228</td>
</tr>
<tr>
<td></td>
<td>Std Dev</td>
<td>1.365</td>
<td>1.368</td>
<td>1.362</td>
<td>1.358</td>
<td>1.355</td>
<td>1.357</td>
</tr>
<tr>
<td>Wind Speed</td>
<td>Mean Bias</td>
<td>-1.604</td>
<td>-1.605</td>
<td>-1.616</td>
<td>-1.555</td>
<td>-1.568</td>
<td>-1.544</td>
</tr>
<tr>
<td>Wind Dir.</td>
<td>Mean Bias</td>
<td>3.956</td>
<td>3.872</td>
<td>4.022</td>
<td>3.372</td>
<td>3.783</td>
<td>3.379</td>
</tr>
<tr>
<td></td>
<td>Std Dev</td>
<td>53.79</td>
<td>53.45</td>
<td>53.62</td>
<td>53.39</td>
<td>53.34</td>
<td>53.33</td>
</tr>
<tr>
<td>Specific Humidity</td>
<td>Mean Bias</td>
<td>-0.087</td>
<td>-0.094</td>
<td>-0.085</td>
<td>-0.082</td>
<td>-0.085</td>
<td>-0.083</td>
</tr>
<tr>
<td></td>
<td>Std Dev</td>
<td>0.419</td>
<td>0.426</td>
<td>0.418</td>
<td>0.418</td>
<td>0.420</td>
<td>0.420</td>
</tr>
</tbody>
</table>

shows that the model predicts better the precipitation location and triggering time in periods of more active convection. The six parameterizations provide significant differences only during the first two weeks when convection is relatively weak. This indicates that in a less convectively unstable environment the behaviour of the 6 parameterizations differs more than in a more convective environment.

All these results show that the simulations are mainly different by the amount of precipitation produced and can be sorted using this criteria in two groups. Group 1 (EN, AS, KF) gives results closer to observations than Group 2 (LO, MC, GR).

3.2 Comparison with radiosounding data

Comparisons were done with the 12-hourly radiosoundings launched from Darwin (130° E; 12°) during the field campaign of the SCOUT-O3 project and from Manus Island (147° E; 2° S) in the North of New-Guinea in the frame of the ARM program. Note that Manus location is interesting since this island is in an area where strong convective events are frequent as shown by the TRMM mean rainrate estimates which are above 5 mm day\(^{-1}\) (see Fig. 3a).

Table 2 shows the mean bias (mean of model – mean of measurement) and the standard deviation of the bias for the six simulations for temperature, wind direction, wind speed and specific humidity. To calculate these statistics the radiosounding data were averaged over the model vertical levels. The 6 runs provide similar results for all parameters and a generally good agreement with the measurements. The difference in mean bias from one closure to another is not significant from a statistical point of view.

Figure 6 shows vertical profiles for the parameters listed in Table 1 only at the Manus station, since results for Darwin station provide similar conclusions. The model results for the 6 experiments are generally close and in good agreement with the radiosonde data for temperature and winds. Tropospheric temperatures show a mean warm bias of 1.5°C. A larger positive bias is found around the cold point tropopause reaching 3°C in the model simulations. The very low tropopause temperatures observed in the Western Pacific are related to the intense convective activity in this area characterized by high-reaching cumulo-nimbus. Figures 6a and 6d show that the model is not able to cool enough around the cold point tropopause in the Manus area. This can be partly related to an underestimation of the convective activity in the model at Manus location (see Fig. 3) and partly to the model horizontal resolution (60 km) that cannot simulate the small scale impact of convection on temperature. The differences between the six simulations are negligible for most altitudes except in the 8–11.5 km range. In this range Group 1 results are slightly better compared to observations by about 0.3 K.

Both the simulated wind speed (Fig. 6c) and direction (fig 6e) are in good agreement with the measurements except above 23 km where the strong stratospheric winds are underestimated by the model. The mean bias for the wind speed is around 1 m s\(^{-1}\) below 16 km. In the 16–19.5 km range the model shows variations in the easterly wind intensity similar to the measurements but much less pronounced with a bias ranging between -5 to +4 m s\(^{-1}\). The wind
Fig. 5. Definition and minimum/maximum values of Equitable Threat Score, Probability Of Detection and False Alarm Ratio (a) and daily evolution of (b) ETS, (c) POD and (d) FAR during the simulation period for the six closures.

Table 3. Mean bias and standard deviation of the bias for the 6 aircraft flights (23rd, 25th and 29th of November, Falcon and Geophysica) for temperature (K), wind speed (m s\(^{-1}\)) and direction (°) and specific humidity (g kg\(^{-1}\)).

<table>
<thead>
<tr>
<th></th>
<th>EN</th>
<th>AS</th>
<th>KF</th>
<th>GR</th>
<th>MC</th>
<th>LO</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temperature</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Bias</td>
<td>-0.719</td>
<td>-0.730</td>
<td>-0.720</td>
<td>-0.777</td>
<td>-0.819</td>
<td>-0.821</td>
</tr>
<tr>
<td>Std Dev</td>
<td>5.787</td>
<td>5.788</td>
<td>5.812</td>
<td>5.810</td>
<td>5.813</td>
<td>5.815</td>
</tr>
<tr>
<td><strong>Wind Speed</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Bias</td>
<td>-3.056</td>
<td>-3.078</td>
<td>-2.974</td>
<td>-3.004</td>
<td>-2.957</td>
<td>-2.961</td>
</tr>
<tr>
<td><strong>Wind Dir.</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Bias</td>
<td>-4.998</td>
<td>-4.855</td>
<td>-4.432</td>
<td>-5.435</td>
<td>-4.267</td>
<td>-4.254</td>
</tr>
<tr>
<td>Std Dev</td>
<td>69.154</td>
<td>67.640</td>
<td>68.048</td>
<td>68.621</td>
<td>67.109</td>
<td>67.148</td>
</tr>
<tr>
<td><strong>Specific Humidity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Bias</td>
<td>-0.450</td>
<td>-0.449</td>
<td>-0.442</td>
<td>-0.447</td>
<td>-0.440</td>
<td>-0.440</td>
</tr>
<tr>
<td>Std Dev</td>
<td>0.721</td>
<td>0.720</td>
<td>0.719</td>
<td>0.720</td>
<td>0.719</td>
<td>0.719</td>
</tr>
</tbody>
</table>

direction presents a mean bias less than 20° over the entire atmospheric column. The radiosoundings data show that the tropopause region over Manus is marked by very strong gradients with a high vertical variability in both the dynamic and the thermodynamical fields. These gradients are produced by all six model simulations thanks to the fine vertical resolution used but smoothed. When comparing model simulations to radiosounding data one has to keep in mind the
Fig. 6. Comparison between the Manus radiosounding data and the six model simulations: (a, b) for temperature, (c, d) for horizontal wind speed and (e, f) wind direction, (g, h) for specific humidity. Left panels display the mean (solid line) and standard deviation (dashed line) and right panels the mean bias (model minus observation). Black lines are for the radiosounding data and colored lines for the model simulations. The radiosounding data are averaged over the model vertical levels.
representativeness issue. Part of the observed gradients and variability may be linked to local effects (Manus Island being ∼100 km long and ∼30 km wide) that cannot be captured by the model that uses a 60 km horizontal resolution. The comparison between the six simulations shows differences on the wind speed and direction. For the wind speed (Fig. 6d) they are significant between 10 and 17 km altitude with a reduced bias for the Group 2 up to 0.5 m s⁻¹. For the wind direction there are differences at nearly all the levels with a average mean bias of 8°. As for the temperature and the wind speed, the six simulations can be sorted into the same two groups as defined in Sect. 3.1. Depending on the altitude range Group 1 is either better or worse than Group 2 compared to measurements.

The results for the specific humidity are displayed in Fig. 6g and h. Note that the humidity measurements in the upper troposphere and lower stratosphere should not be considered since they are expected to be not very reliable at very low temperatures and water vapor contents. In Fig. 3g the six model simulations overestimate the specific humidity above 4 km altitude. This can only partly be related to the known remaining small dry bias of the Vaisala RS92 data (Balloon-Borne Sounding System Handbook, http://www.arm.gov/publications/tech_reports/handbooks/sonde_handbook.pdf). The model simulations do not convert enough tropospheric moisture into precipitation leading an overestimation of the water vapour mixing. This is consistent with the model underestimation of the low rainrates (see Sect. 3.1 and Fig. 3).

3.3 Comparisons with meteorological data from Falcon and Geophysica flights

During the simulation period several DLR-Falcon and Geophysica (M55) flights (9 for each aircraft) were done around Darwin (Australia), in the framework of the SCOUT-O3 field campaign (Vaughan et al., 2008; Brunner et al., 2009). Most of the flights were done around the Hector convective events regularly occurring over the Tiwi Islands. Some of them were extended flights planned for study of the surrounding regions: survey flights on the 23rd, 25th, and the 29th November, remote sensing flight on the 5th December. Since the model simulations cover a large area, a comparison with the extended flights was preferred for the model evaluation. On the 5th December, aircrafts flew southward and a long part of the flight was done outside or close to the limits of our domain. Therefore this flight has not been used. The same remark applies for the beginning of the 29th November flight for which only legs done after 08:30 LT have been considered. A statistical comparison of all the selected flights was done (Table 3). It shows higher differences between model and measurements than for the radiosounding comparison. This is due to the small number of selected flights and the fact that measurements were mainly done around the TTL altitude. Manus radiosounding results have highlighted that this is the altitude where bias is the greatest. However, similar results were obtained for all six simulations with differences less than 15% (except for wind direction were difference is ∼20%). To illustrate in more details the results we have chosen Falcon and Geophysica flights that took place on the 23rd November due to their large extents both in space and time. On this date the Geophysica aircraft and the Falcon performed coordinated flights whose objective was the detailed probing of the TTL over the Arafura Sea (see Fig. 1). Both Geophysica and Falcon flew long north-east oriented legs perpendicular to the mean flow expected to be north-westerly in the TTL. Flying back and forth along the same line twice, the Geophysica sampled around the cold point tropopause at four different levels: one significantly below the cold point level at ∼15.6 km (leg 1), two close to the cold point tropopause at ∼17.5 km (leg 3) and ∼16.4 km (leg 4), and one level well above at ∼18.3 km (leg 2). The flight paths are displayed in Fig. 14 in Brunner et al. (2009).

Figures 7 and 8 show the comparison between the results of the six simulations and the measurements collected respectively by the Geophysica and the Falcon instruments. Model temperatures are in good agreement with the measurements during the Geophysica ascent, leg 1 and the descent and to a lesser extend leg 2. For the two aircraft legs performed around the cold point tropopause there is an overestimation of the temperature by the model of about 5°C. The comparison with the Falcon temperature measurements shows that modeled temperatures around 12 km altitude are about 2°C degrees lower than the aircraft measurements. This is consistent with the radiosounding comparison showing that the model provides too warm temperatures around the cold point tropopause and too cold temperatures in the troposphere up to 14 km. There are no significant differences between the six simulations for the temperature for both Geophysica and Falcon flights.

The horizontal wind speed and wind direction simulated by the six runs along the aircraft trajectories are generally in good agreement with both the Geophysica (Fig. 7b and c) and the Falcon (Fig. 8b and c) measurements. In the cold point tropopause region (around 17 m altitude) the variations of the wind velocity are well captured by the model compared to the Geophysica measurements but are underestimated. This is consistent with the Manus radiosounding showing a strong increase of the wind speed near the tropopause that is underestimated by the model. The six model runs give very close results for the wind speed and the wind direction with differences of 2 m s⁻¹ and 6 degrees at maximum which are much smaller than the differences between each model simulation and the aircraft observations.

Specific humidity measurements aboard the Falcon aircraft are well simulated by the six model runs with a slight model overestimation for the aircraft leg at 12 km altitude (see Fig. 8d). This overestimation is much lower than that obtained in the comparison with the Manus radiosondes indicating that the Manus sondes likely underwent a significant
Fig. 7. Comparison between the Geophysica meteorological data and the six model simulations. (a) Temperature (K), (b) horizontal wind speed (m s$^{-1}$), (c) wind direction (°) and (d) specific humidity (g kg$^{-1}$). The black lines are for the aircraft measurements and the coloured lines for the model results. The dashed line is the model altitude in m.

dry bias in the upper troposphere. Modeled values are also in a fairly good agreement with the Geophysica measurements (Fig. 7d) but with an overestimation for all legs except leg 2 which was performed significantly above the cold point tropopause. This illustrates the fact that any of the convection parameterizations/closures used are able to modify significantly the specific humidity above the cold point tropopause from its initial smooth state provided by ECMWF analysis. Both the Falcon and the Geophysica measurements exhibit strong peaks over short time periods (e.g. around 16 000 and 18 000 s in the Geophyisica flight). CO measurements were also gathered on board the Geophysica aircraft during the flight. A comparison shows that the humidity peaks are correlated with CO peaks indicating their link with deep convection events. The six simulations use a horizontal resolution too coarse to capture these peaks that are very localized in space and time.

3.4 Conclusion and discussion on the meteorological comparison

The simulations give results that are generally consistent with the radiosounding and aircraft meteorological data but exhibit small differences between them. From these differences it is not possible to get guidance on which convection parameterization is best. The surface rainrates given by Group 1 (EN, AS, KF) are significantly better than Group 2 (LO, MC and GR) for both low and heavy precipitation. This indicates that the AS, KF and EN parameterizations perform better than the other three closures.

In this study we use the Grell’s simple mass flux framework with different closure assumptions based on mass-flux parameterizations commonly used in mesoscale models. The five closure assumptions (GR, AS, KF, LO, MC) drive the modulation of convection by environment (noted dynamic control in Grell 1993). The Ensemble (EN) also takes into account statistically a variability of the modulation of the environment by the convection and of the cloud model. The similarity of the EN to the AS and KF simulations means that dynamic control dominates the parameterization behaviour in the EN simulation. The model results clearly show that all closures or parameterizations tend to trigger convection at the same times and locations. The main difference between the 6 simulations is on the rainfall rate prediction which exhibits significant differences. Figure 9 shows the total and the convective rainfall rates from the 6 simulations averaged
Fig. 8. Same as Fig. 7 but for the Falcon data.

Fig. 9. Total surface rainrate and convective surface rainrate provided by the convective scheme averaged over the simulation domain and period for the six closures. The number gives the ratio convective versus total in %. 

Fig. 10. Tracer volumic mixing ratio profiles (in ppbv) averaged over the model domain and over the one month simulation period using 3-hourly model outputs for (a) Tracer 1 and (b) Tracer 2. The blue lines correspond to the EN simulation and the red lines to the GR simulation.

spatially and temporally and their ratio. Group 1 provides more precipitation, mainly through the convection parameterization with almost $\sim 77\%$ of the total precipitation. For Group 2 this is only $\sim 45\%$. For GR, LO and MC (Group 2), the lower convective precipitation is partially compensated by the production of rain by the microphysical parameterization but leading to lower total precipitation. Group 2 is less efficient at producing precipitation than Group 1.

The effects of the different closures and parameterisations on the temperature, horizontal wind and specific humidity are significant locally but remain small on average since convection parameterization is not triggered at all grid points and for each timestep. In convectively active areas such as Manus Island, there are differences in the meteorological parameters in the upper troposphere and in the TTL. This corresponds to the top of the deep convection circulation in the Grell’s framework where there is direct mixing between cloud air and environment air.

4 Analysis of the tracer transport

The analysis of the results showed that the EN, AS and KF simulations (Group 1) provide results for the tracer transport that are very close. GR, LO and MC runs (Group 2) give very similar tracer results that are different from Group 1. This is why the simulations shown and discussed hereafter are only EN and GR since they illustrate the Group 1 and Group 2 results, respectively.

4.1 Tropospheric tracers

Figure 10 shows the tracer mixing ratio profiles averaged over the model domain and over the one month simulation period using 3-hourly model outputs for Tracer 1 (6 h lifetime) and Tracer 2 (infinite lifetime). We only focus on monthly means due to the fact that similar results are found at shorter timescales. To interpret these profiles we have
displayed the mean temperature and potential temperature profiles in Fig. 11. Note that in Fig. 11 only the profiles for the EN simulations are plotted since the GR results are very close to EN. The mean cold point tropopause (∼82°C) and the mean 380 K level are close and located at 17.3 km and 17.1 km altitude respectively. To locate the TTL we use here the definition proposed by Fueglistaler et al. (2009): TTL top is at the 70 hPa level (425 K) and TTL bottom is located above the levels of main convection outflow at the zero radiative level under all sky conditions (∼150 hPa, 355 K). This gives for the model simulations the TTL top at 18.9 km altitude and the TTL bottom at 14 km.

In Fig. 10 the shape of the mean mixing ratio profiles for both tracers is typical of convective areas. There are large values in the low troposphere, decreasing in the mid-troposphere and increasing in the upper troposphere with a maximum value reached around 15 km altitude. Above there is a rapid decrease reaching very low values around 18 km. The EN parameterization provides for both tracers lower mean mixing ratios in the lower and mid troposphere and larger above ∼10 km than GR with a ratio of ∼2 for the maximum values around 15 km altitude. The GR closure gives more frequent convection outflows below 10 km than EN and significantly less transport above. Having a 6-hour lifetime Tracer 1 shows the local effect of convection and is only weakly affected by the model diffusion. This means that the EN convection parameterization is able to drive significant amount of surface tracers into the TTL with a ratio between the TTL bottom and the surface values of 2.2%. The GR closure is much less efficient with a ratio of 0.8% and with at least a factor of three less above the cold point tropopause. The Tracer 2 mean profile shows a maximum around 15 km as for Tracer 1. This means that the tracers lifted by convection in the TTL are not largely transported down during the following days while they travel into the model domain whatever closure or parameterization is used. Moreover since there are only very small differences in the large scale convergence between the EN and GR experiments the large differences in the tropospheric tracer transport can be attributed mainly to the convection parameterization used.

Figure 12 displays for EN and GR simulations the meridian mean over the one month period for both tracers and the corresponding vertical velocity. The meridian mean is the average over the model latitudes (between 20° S and 20° N). The tracer with a 6h lifetime (Tracer 1) indicates where the convective transport occurs since it is rapidly removed after uplifting due to its lifetime. In the EN and GR simulations the vertical transport by convection of Tracer 1 occurs at the same longitudes, mainly around 112° E and 143° E. They correspond to emission areas (only islands in the simulation setup) with high vertical velocities where an intense convective activity is modelled as well as observed (mainly Borneo around 112° E and New Guinea around 143° E). For Tracer 2 the maxima in the TTL for both EN and GR simulations are shifted westward compared to Tracer 1 and located in the 100° E–120° E longitude range. This indicates that a significant part of Tracer 2 mixing ratio that is firstly transported vertically from the low levels to the TTL around 143° E (New Guinea) is then horizontally advected. It reaches western longitudes where it adds to the high TTL mixing ratios lifted by local convection (mainly Borneo) and spread in latitudes (Fig. 13a and b) by anticyclonic circulation, both in the northern and southern hemisphere. The comparison between Fig. 13a and b with Fig. 13c and d also shows that the tracer meridian distribution in the mid troposphere is also different between Tracer 1 and 2. Therefore the geographical distribution of a long lifetime tropospheric tracer depends on both the locations where the main convection occurs and the large scale dynamics. This last process transports horizontally as well as mixes the tracer with its environment.

The major effect of the closure assumptions is on the vertical distribution since they drive the convective updraft and downdraft characteristics. Grell’s formulation gives enhanced tracer amounts at the top of convection outflow. It is on average lower in GR than in EN. To quantify the transport the mean fluxes are calculated from the vertical wind and the tracer mixing ratio at two altitudes in the upper troposphere: below the TTL at the level of frequent convective outflow (12 km) and at the TTL bottom level (14 km). The mean values are calculated averaging tracer fluxes from the 3-hourly outputs over the model horizontal domain at a given altitude. Results are reported in Table 4. The mean surface flux for the two tropospheric tracers that are only emitted over land is 0.182 × 10⁻⁹ kg m⁻² s⁻¹. At 12 km altitude and at the TTL bottom level, they are similar and around 4 × 10⁻¹² g m⁻² s⁻¹, representing around 2.2% of the emission flux above land. This flux is decreasing rapidly with altitude reaching negligible values at the cold point level and above. Tracer 1 having a very short lifetime, this means that the EN simulation predicts upward transport in the TTL by overshooting convection but mainly below the cold point dynamical barrier. With the horizontal resolution used the EN simulation is not able to simulate small scale overshooting transport at very high altitude. It favours the slow radiative ascent as pathway for the tracers to reach the stratosphere from the TTL. For the GR simulations Tracer 1 fluxes are

### Table 4. Mean tracer fluxes at different levels averaged over the model domain and over the one month simulation period using 3-hourly model outputs.

<table>
<thead>
<tr>
<th>Altitude (km)</th>
<th>Tracer 1 flux</th>
<th>Tracer 2 flux</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(10⁻¹² kg m⁻² s⁻¹)</td>
<td>(10⁻¹² kg m⁻² s⁻¹)</td>
</tr>
<tr>
<td>12 (below TTL)</td>
<td>3.92 0.82</td>
<td>97.27 57.86</td>
</tr>
<tr>
<td>14 (TTL bottom)</td>
<td>4.04 0.59</td>
<td>65.33 22.88</td>
</tr>
</tbody>
</table>
Fig. 12. Meridional mean from EN simulation of (a) Tracer 1, (b) Tracer 2 and (c) vertical velocity. (d), (e) and (f) are respectively the same plots but for the GR simulation. The mean is calculated from the one month period using the 3-hourly outputs.
Fig. 13. 15 km height mean of Tracer 2 from EN simulation (a) and GR simulation (b). Wind vector are over plotted. The mean is calculated from the one month period using the 3-hourly outputs.

Fig. 14. Same as Fig. 10 but for Tracer 3 and 4 (stratospheric tracers). The dark line is the mean vertical profile at the initial time of the simulation.

~5–6 times lower at 12 and 14 km altitude than for the EN simulation. At the cold point level and above the fluxes are negligible as in EN simulation. This shows that the GR simulation provides dynamical fields that are different from EN simulation when convection occurs. This has a large impact on the tracer distribution. Variations of the fluxes for Tracer 2 are similar with altitude to Tracer 1 but with higher absolute values. This means that the large scale radiative transport underwent above the cold point level by Tracer 2 in the EN simulation reinforces the upward tracer fluxes.

4.2 Stratospheric tracers

Figure 14 shows the mean mixing ratio profiles for Tracer 3 and 4 (idealised stratospheric tracer) averaged similarly to Tracers 1 and 2 in Fig. 10. The EN and GR parameterizations provide a similar shape with values close to 1 down to the top of the TTL layer (~19 km altitude). There is a sharp decrease of the tracer mixing ratio below down to 17 km followed by a smoother decrease down to 15 km where it reaches zero. The comparison with the initial mean profile indicates that stratospheric tracers are partly mixed with the TTL air. More than 0.4 ppt are found for Tracer 4 at the cold point tropopause level (17.3 km) showing that the model is able to transport significant amounts of stratospheric tracers below the dynamical barrier of the cold point level. But the very low differences between the EN and GR results suggest that this mixing is likely driven by the subgrid-scale diffusion in the model rather than by the direct effect of the convection parameterization. This is also consistent with the results on the tropospheric tracers showing that convection, even using the EN parameterization, hardly reach the cold point tropopause level.
5 Conclusion

Tracer transport by tropical deep convection can be well simulated by cloud resolving models running with fine vertical and horizontal resolutions. Global CTMs use coarse horizontal and vertical resolution and the tracer transport by convection is known to be a large source of uncertainty in the spatial distribution of chemical species. We propose to use regional long-term simulations with a limited area model to fill the gap between the global CTMs and the cloud resolving models. Simulations are done in tropical regions where deep convection plays a major role in the upward transport of tracers towards the lower stratosphere. The objective of these two papers is to evaluate long-duration regional simulations with the mesoscale model CATT-BRAMS with idealized tracers as a tool to produce realistic tracer transport by tropical convection. In this paper, we analyse the impact of different deep convection parametrizations on the transport of idealised tracer in the TTL. For this purpose a simulation over a 60° longitude x 40° latitude domain in the Maritime Continent was run for one month during the period of the SCOUT-O3 aircraft campaign. It uses a 60 km horizontal grid spacing and a 300 m vertical grid spacing in the TTL. The Grell (1993) convection parameterization framework extended by Grell and Dévényi (2002) is used. It allowed us to test the impact on deep convection tracer transport of 5 different closures commonly used in the literature and an ensemble parameterization based on these 5 closures.

Since it is not possible to compare the idealised tracers with measurements there is no direct validation of the tracer fields from the model simulations. The choice of idealised tracers is justified by two reasons: (i) if we had used real instead of idealised tracers the comparison would depend largely in this case on the emissions that are poorly quantified in time and space and (ii) idealised tracers facilitate the analysis and understanding of the impact of convection parameterizations or closures on tracer transport. We used an indirect evaluation of the tracer transport through the assessment of the meteorological fields. Comparisons were done with a series of radiosoundings launched from Manus Island and Darwin during the simulation period and with SCOUT-O3 aircraft data (mainly gathered around 12 and 15–18 km altitude). The model shows a good agreement with the measurements for temperature and wind speed/direction but underestimates the large variability observed within the TTL. The simulations show generally small differences compared one to another on average. They have a similar mean impact on the large-scale environment although significant effect is found locally. The comparison with the TRMM surface rainrate estimates shows that the 6 parameterizations or closures trigger convection generally at the same locations and times but provides different surface rainrates. The six experiments exhibit two types of behaviours with AS, KF and EN closures giving significantly better results. They reproduce well rainrates in deep convective areas and tend to underestimate less light precipitation than the other 3 closures. From this, we conclude that the use of AS, KF and EN gives better results than the 3 other closures, because they reproduce better the observed rainrates.

The tracer transport is analysed using four idealised tracers (6 h lifetime and infinite lifetime tropospheric tracers and a infinite lifetime stratospheric tracer) for the EN and GR parameterizations that represent respectively the EN/AS/KF and GR/MC/LO behaviour. For both parameterizations the general shape of the mean profile for both tropospheric tracers is similar. There are large values near the surface, a general increase up to 10-11 km altitude, a relative maximum around 15 km and a sharp decrease above. But the EN parameterization transport much larger amounts of tropospheric tracers than GR from the surface into the TTL (14 km to 18.9 km altitude). This clearly shows that although there are small changes on average on the meteorological variables between the two groups the tropospheric tracer transport is very different. The EN and GR simulations provide different intensity of the upward convective flux leading to a more efficient uplift of tracers in EN simulation. This is consistent with the analysis of the rainrate results showing a more efficient production if precipitation in EN linked to stronger convective ascents.

Even with the EN parameterization the transport above the cold point tropopause is low. This indicates that none of the parameterization or closure used in this study are able to simulate significant overshooting convection at and above these altitudes in the model. Once the tracer emissions are lifted in the TTL above the emission areas by deep convection, they are redistributed horizontally by large scale circulation if they have a sufficient lifetime. In the EN simulation the major part of the infinite tracer amount is not transported down after a few days below the TTL thanks to large scale slow ascending motions. In the GR simulation, less tracers remain in the TTL. The stratospheric tracer is on average significantly mixed with the TTL air but does not reach the midtroposphere. This mixing is probably linked to the model diffusion rather than to the convection parameterization.

The detailed comparison of the model results with the aircraft data from the Falcon and the Geophysica shows that the model is not able to simulate the local variations of the meteorological variables that are likely linked to convective activity. This is due to the 60 km horizontal resolution used in the simulations which does not allow the model to provide the small scale effects of convection that can be of importance in the tracer transport. The important issue of the model horizontal and vertical resolutions is the subject of part 2 of this series of two papers.

In this study, we only used the Grell’s formalism which provides, even with different closures, similar response to convective instability with modulations in the flux intensity. A complementary work could be done using mass-flux parameterizations based on a more detailed cloud model. Moreover, to go further in the analysis of the type of
Simulations done in the present study, the use of real tracers such as carbon monoxide could be considered.
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