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Abstract. Based on satellite data in different temporal and spatial resolution, the current use of frequency distribution functions (PDF) for surface parameters and energy fluxes is one of the most promising ways to describe subgrid heterogeneity of a landscape. Objective of this study is to find typical distribution patterns of parameters (albedo, NDVI) for the determination of the actual latent heat flux ($L.E$) determined from highly resolved satellite data within pixel on coarser scale.

Landsat ETM+, Terra MODIS and NOAA-A VHRR surface temperature and spectral reflectance were used to infer further surface parameters and radiant- and energy flux densities for LITFASS-area, a $20 \times 20 \text{km}^2$ heterogeneous area in Eastern Germany, mainly characterised by the land use types forest, crop, grass and water. Based on the Penman-Monteith-approach $L.E$, as key quantity of the hydrological cycle, is determined for each sensor in the accordant spatial resolution with an improved parametrisation. However, using three sensors, significant discrepancies between the inferred parameters can cause flux distinctions resultant from differences of the sensor filter response functions or atmospheric correction methods. The approximation of MODIS- and AVHRR- derived surface parameters to the reference parameters of ETM (via regression lines and histogram stretching, respectively), further the use of accurate land use classifications (CORINE and a new Landsat-classification), and a consistent parametrisation for the three sensors were realized to obtain a uniform base for investigations of the spatial variability.

The analyses for 4 scenes in 2002 and 2003 showed that for forest clear distribution-patterns for NDVI and albedo are found. Grass and crop distributions show higher variability and differ significantly to each other in NDVI but only marginal in albedo. Regarding NDVI-distribution functions NDVI was found to be the key variable for $L.E$-determination.

1 Introduction

The land surface interface is a key component of the climate system since it provides the coupling between the atmosphere and the land biosphere and hydrology (Giorgi, 1996). Up to the present remote sensing is the only observing method for mapping land surface characteristics or energy fluxes globally (Liang et al., 2002) with their known uncertainties.

The land surface variables and vegetation variables, such as surface temperature, surface reflectance, Normalised Difference Vegetation Index (NDVI), Leaf Area Index (LAI) and Soil Adjusted Vegetation Index (SAVI) can be derived directly from satellite observations (e.g. Wan and Dozier, 1989; Becker and Li, 1990; Li and Becker, 1993; Ma et al., 2006). The regional radiant and energy flux densities can be inferred only indirectly with the aid of these land surface variables and further vegetation parameters (Pinker, 1990).

The theoretical framework of a satellite based determination of radiant and energy flux densities with focus to the latent heat flux ($L.E$) based on Penman-Monteith for LITFASS-area (Lindenberg Inhomogeneous Terrain: fluxes between the Atmosphere and the Surface – a long term Study) was given in previous studies (Berger, 2001; Tittebrand et al., 2005) and is presented here with an improved parametrisation for Landsat 7 ETM+ (Enhanced Thematic Mapper) and NOAA 16-A VHRR 3 (Advanced Very High
Resolution Radiometer) data and adapted for Terra MODIS (Moderate Resolution Imaging Spectroradiometer) data.

Parameter and flux distinctions between the sensors result from differences of the sensor filter response functions, correction methods of the atmospheric effect (van Leeuwen et al., 1999; Teillet et al., 1997) or they are based on different or outdated land use classifications (e.g. USGS land cover). Thus, it was necessary to realise comparable land surface parameters to allow a consistent parametrisation scheme for the three sensors. An adaptation method for MODIS (albedo, NDVI and surface temperature) and AVHRR (NDVI) was carried out using the accordant ETM parameters as reference data. An improved and consistent parametrisation for the three sensors led to satisfying findings confirmed by new validation results. The second source of unexplained variability of the resultant fluxes arises from the land use classifications. Thus, after comparison to an in-situ land use classification (Beyrich et al., 2004; Beyrich and Mengelkamp, 2006) for LITFASS-area, the Coordinated Information on the Environment classification (CORINE) and a new Landsat-classification (Prechtel, 2005) were used for the study, according to their spatial resolution for AVHRR (1 km), MODIS (1 km) and ETM (30 m), respectively.

However, the monitoring of vegetation requires data of high temporal resolution which are up to now only provided by sensors with moderate spatial resolution. Their spatial resolution ranges from a few hundred meters (Envisat MERIS, Terra MODIS) up to one kilometer (NOAA AVHRR). While using such moderate resolution data, the heterogeneity of the observed surface could get lost mainly because the landscape is a mosaic of objects such as agricultural fields or vegetation patches that are often smaller than the pixel size at a moderate resolution. So the spatial heterogeneity on an intra-pixel scale will be lost (Garrigues et al., 2006). Thus, high spatially resolved data (e.g. Landsat ETM) are fine enough to describe sub-grid heterogeneity, but at the expense of a coarser repeat cycle of the satellite.

Numerous studies describe different ways of considering sub-grid scale land-surface heterogeneities especially in atmospheric models (Arain et al., 1996; Avissar, 1992; Chebouni et al., 1995; Koster and Suarez, 1992a, b; Lhomme et al., 1994; Li and Avissar, 1994; Noilhan et al., 1997; Sellers et al., 1997; Shuttleworth et al., 1997). Basically, three methods have been developed: The Usage of effective parameters (Arain et al., 1996; Lhomme, 1992; Claussen, 1995a) have been proposed as a means for applying equations developed for homogeneous or point-scale processes, to processes occurring at larger spatial scales over heterogeneous surfaces. One method for deriving expressions for the effective parameters is to express the energy balance equation separately in terms of effective and component surface parameters, and then to match the expression term by term using some initial assumption about which fluxes will be “conserved” in going from the small to the large scale (Njoku et al., 1996). The “tile” approach (Li and Avissar, 1994) describes the heterogeneity inside a model grid cell in terms of a number of homogeneous “tiles” representing the dominant vegetation and soil types. The grid fluxes are the averages of the tile fluxes weighted by their fractional area. For the “mosaic” approach (Koster and Suarez, 1992a; Molders and Raabe, 1996) the model grid cell is subdivided into a regular smaller high-resolution grid. While the coarse grid for the host model is preserved, the SVAT scheme is used for the smaller grid. The averages of the sub-grid fluxes represent the fluxes on the coarse grid. In a SVAT scheme a number of parameters are used to describe the soil and vegetation characteristics inside the grid cell. These parameters are usually selected in correspondence to the most common vegetation and soil types within the grid square.

The usage of frequency distributions or generalized probability density functions (PDF) offers another possibility to describe the variability of land-surface characteristics, at a resolvable scale of interest (Li and Avissar, 1994). This statistical-dynamical approach (Entekhabi and Eagleson, 1989; Avissar, 1992; Bonan et al., 1993; Giorgi 1996a, b) is needed because of the nonlinear relationship between most land-surface characteristics and the land surface heat fluxes. Therefore PDF could be used to describe spatial variability of a specific surface parameter for a satellite pixel or a model grid with coarser spatial resolution that is described by a higher resolved data set (MAGIM, 2006). The PDF can replace the use of effective parameters or other specific averaging strategies. Furthermore it considers the extreme values as well as the mode which can be completely different from the simple mean. This method was used by Giorgi (1996a, b) with the PDF of soil moisture and surface temperature to describe the representation of surface heterogeneity to be used in climate models. Li and Avissar (1994) demonstrated that the results of determined fluxes depend on the shape of the spatial distribution of the land surface parameters, used for the calculation. Typically, the more skewed the distribution within the range of values the larger the error (for nonlinear relationships) of the flux calculated using the mean instead of the distribution. Investigations in our study focus especially on the determination of latent heat and the distribution patterns of the needed parameters (e.g. albedo, NDVI).

The spatial heterogeneity of parameters and energy fluxes in their given spatial resolution was first investigated using statistic quantities. For comparison of the results for the different satellite sensors a common spatial resolution is needed, thus two different averaging methods are tested and compared (arithmetic mean and the dominant land use method). The heterogeneity of the parameter and fluxes is then described by the characterisation of their frequency distributions (a) for the entire target area, (b) considered for several land use types and (c) on pixel base. Based on this work, typical patterns for the use of the PDF-method for the determination of $L.E$ (using the Penman-Monteith approach) could be provided determined from the highly resolved ETM data within pixel on coarser scale (MODIS, AVHRR).
2 Target area and data

2.1 Target area

The study focuses on a 20 km × 20 km area around the Richard Aßmann Observatory (MOL-RAO) of the German Meteorological Service (Deutscher Wetterdienst, DWD) situated in North Eastern Germany 50 km Southeast of Berlin. The land use in this area is dominated by forest and agricultural fields with approximately 45% each, lake coverage of 7% and villages cover nearly 4%. The forest is dominated in the Western part of the area while agriculture is mainly situated in the Eastern part (Fig. 1). The target area is formed by inland glaciers, exhibiting a flat surface with differences of only 80–100 m over distances of about 10–15 km with a number of small and medium-sized lakes (Mengelkamp et al., 2006).

2.2 Satellite data and time

The investigation is carried out with Landsat-7 ETM+, Terra MODIS and NOAA 16 AVHRR 3 data. Landsat-7 ETM+ data, provided as Level 1B data, offer a spatial resolution of 30 m with a 16 day repeat cycle. The determination of brightness temperature and spectral reflectance on top of atmosphere (TOA) was applied after the Landsat User Handbook (2004).

From MODIS surface temperature and reflectance products from the Earth Observing System Data Gateway were used (EOS, 2007) for the determination of NDVI as well as for further parameters for the calculation of the energy fluxes. The reflectance product MOD09GHK was estimated for each band to produce a measurement equivalent to a ground-level measurement with no atmospheric scattering or absorption. The correction scheme identifies atmospheric gases, aerosols and thin cirrus clouds. These MOD09GHK data are provided as a grid-level-2G, 500 m product in the sinusoidal projection. MODA11 temperature data were used, also given as a gridded product with a 1 km spatial resolution and corrected for the atmospheric effect.

In former studies of the institute NOAA 16-AVHRR 3 data were processed with the modularic scheme SESAT (Strahlungs- und Energieflüsse aus Satellitendaten, Berger, 2001; Tittebrand et al., 2005). For a comparable determination of the energy fluxes according to ETM and MODIS in this work only surface temperature (after Mc Clain, 1985; split window method), spectral reflectance and TOA-NDVI (Top of Atmosphere) of SESAT were used, given with a 1 km spatial resolution. For this case study four cloud free scenes in spring and summer 2002 and 2003 were used: 9 May 2002, 28 July 2002, 20 August 2002 and 17 April 2003.

For evaluation purposes a field experiment (Beyrich and Mengelkamp, 2006) was planned and realised in May until June 2003. At that time two cloud free Landsat-overpasses were recorded. Unfortunately on 31 May 2003 problems with Landsat’s scan line corrector occurred (Landsat, 2003) thus these scenes were not available for the analysis. Only the cloud free scene a couple of weeks earlier (17 April 2003) could be used. Spring and summer 2003 were dry in contrast to the summer 2002, especially in August 2002, where the scene was taken only a few days after the flash-flood in Eastern Germany. So it was of interest to determine the latent heat flux under various soil moisture and atmospheric conditions. For comparison half-hourly in-situ measurements of the routine observations in Lindenberg (Beyrich et al., 2004) were used but with absence of data of the turbulent fluxes except for the April scene in 2003.

2.3 Land use classifications

To use the best appropriate land use classification two land use classifications with fixed resolutions were tested:

- 1 km: CORINE (Coordinated Information on the Environment) is a consistent, comparable land-use and land-cover data base for the European environmental policy. To meet the requirements a satellite based (Landsat-7 ETM+) pan-European initial data acquisition of land use/cover types has been carried out.

- 25 m: Landsat-classification 2002 was developed by the Institute of Cartography of the Technical University of Dresden based on two Landsat-7 ETM+ scenes of Saxony in Germany to support the satellite retrieval algorithm for parameter and flux determination.

A comparison of the percentage representation of the main land uses for LITFASS area is shown in Table 1 for the land use classifications compared to field data. Further information about these classifications is given in the appendix. For the comparison of land use classifications consistent classes had to be found. Therefore classes containing for example different field fruits were summarized to one class: crop. Nevertheless there are bigger differences between not only
the percental representation of each class but also for the classification. A good agreement can be found for the water classes compared to the reference classification. Actually in LITFASS-area there is no deciduous forest (Fig. 1). Both classifications match this well and give coniferous forests as dominant land use type for high vegetation. Nevertheless, regarding Table 1, coniferous forest is underestimated for CORINE and Landsat-classification with differences of 14% and 7%, respectively compared to the reference. Most uncertainties can be outlined for crop and grass, probably because of their similar spectral behaviour. For both land use types their differences are higher to each other than to the reference classification which possesses values in between. As mentioned above and outlined in Keil et al. (2005) CORINE tends to overestimate agricultural areas. Compared to the reference classification of LITFASS-area (Beyrich et al., 2004; Beyrich and Mengelkamp, 2006) CORINE and the Landsat-classification showed nearly comparable results. Thus they are applied here to the satellite data, according to their spatial resolution: the CORINE classification for MODIS and AVHRR analyses and the Landsat-classification for ETM data. For flux determination the classifications were reduced to four classes: forest, grass, crop and water. Remaining classes were assigned to one of the four classes, as e.g. urban areas to the forest class because of the comparable roughness length (Beyrich et al., 2004).

3 Satellite derived fluxes and adaptation due to sensor differences

3.1 Satellite based parameters

To solve the Penman-Monteith equation the only satellite based quantities were surface spectral reflectance (and hence broadband albedo), NDVI and surface temperature.

The ETM-broadband albedo was inferred using channels 1, 3, 4, 5 and 7 after Liang et al. (2002) after the correction of atmospheric effects using 6S (Vermote et al., 1995). Surface temperature was determined after Sobrino et al. (2004) using a single windows channel method for channel 6. The NDVI=(ρNIR-ρVIS)/(ρNIR+ρVIS) for ETM is based on reflectance in channel 3 and in channel 4.

MODIS-broadband albedo was consistently computed after Liang et al. (2002) using channels 1 to 5 and 7. NDVI can be derived combining channel 1 and 2. For determination of the MODIS-fluxes the spectral reflectance data were averaged to the 1 km (interpolated 800 m) resolution allowing the combination of reflectance and temperature (both products provided), NDVI and surface temperature derived as mentioned above are the base for the determination of further parameters (e.g. LAI) and their resulting energy fluxes.

For AVHRR albedo and TOA-NDVI and surface temperature were used from the SESAT scheme (Berger, 2001) as base for energy fluxes.

3.2 Determination of surface fluxes

As described in Tittebrand et al. (2005) the Penman-Monteith method was used to infer the actual latent heat fluxes on satellite-pixel base for the LITFASS-area assuming constant boundary layer conditions. Therefore the difference of net radiation (Rn) and soil heat flux at the surface (G), to be termed available energy, and a couple of further parameters (LAI, roughness length, wind speed, relative humidity and others) are needed. The approach is given as follows:

\[
L.E_{PM} = \frac{s}{s + \gamma \left(1 + \frac{\alpha_o}{\alpha_r}\right)(R_n - G) + \frac{1}{s + \gamma \left(1 + \frac{\alpha_o}{\alpha_r}\right)} \frac{\rho c_p}{r_a} \left(e_s(T_{2m}) - e(T_{2m})\right)}
\]

here Rn-G is the available energy from net radiation Rn and surface soil heat flux G, s is the slope of the saturation vapor versus temperature curve, ρ the air density in kg m\(^{-3}\), cp the specific heat of air at constant pressure, γ the psychrometric constant, and \(e_s(T_{2m}) - e(T_{2m})\) the saturation deficit (\(e_s\) according to Magnus-Equation, Sonntag, 1982). The temperature at 2 m height is determined from \(T_{sat} - T_{2m} = G/A_G\) after De Rooy and Holtslag (1999) with \(A_G=9\) W m\(^{-2}\) K\(^{-1}\). The aerodynamic resistance \(r_a\) is derived from the logarithmic wind profile:

\[
r_a = \frac{0.74}{k^2u_{2m}} \left(\frac{\ln(z - d)}{z_0}\right)^2
\]

with the Karman constant \(k=0.4\), \(z-d\) the measurement height above the zero plane displacement, \(z_0\) the roughness length and \(u_{2m}\) the wind speed at 2 m. Because these quantities are not available for each single pixel the parameterisation of \(r_a\) is realised with land use dependent values for \(z_0\).
and vegetation height according to Hagemann (2002). Wind speed and relative humidity were included from in-situ tower measurements of the Observatory Lindenberg (MOL-RAO) for the respective time of overpass. In case of no data the boundary layer conditions are assumed to be constant (relative humidity RH=55%, visibility=23 km, wind speed=3 m/s) and they are used for the entire area. The canopy resistance \( r_c \) is given by Allen (1986) and Allen et al. (1998):  
\[
r_c = \frac{r_s}{\text{LAI}_{\text{active}}}
\]  

with \( \text{LAI}_{\text{active}} \) the fraction of leaf area which actively contributes to vapour transport and here defined as \( \text{LAI}_{\text{active}}=0.5 \text{LAI} \).

The stomatal resistance \( r_s \) is a plant specific parameter depending to some extent on light intensity, temperature, leaf-air vapor pressure difference and ambient CO\(_2\) concentration. Canopy resistance describes the resistance of water vapor transport through the entire transpiring vegetation canopy. For lower vegetation without water stress Allen et al. (1998) give a value of about 100 s m\(^{-1}\). Minimum \( r_s \) of forest stands show quite a range. Kelliher et al. (1995) give as maximum leaf stomatal conductance 5.7±2.4 mm s\(^{-1}\) (equivalent to \( r_{\text{min}}=123…303 \) s m\(^{-1}\)) for conifer forest and 4.6±1.7 mm s\(^{-1}\) (equivalent to \( r_{\text{min}}=158…345 \) s m\(^{-1}\)) for deciduous forest. Breuer et al. (2003) show even broader spans with \( r_{\text{min}} \) well beyond 700 s m\(^{-1}\) for species of both types. In this study for forest 400 s m\(^{-1}\), for low vegetation 100 s m\(^{-1}\) and as an approximation for mixed lower/forest vegetation 250 s m\(^{-1}\) were used.

In the study the LAI is computed according to the land use information of the LIITFASS-area. To determine the LAI, for certain land use classes empirical relations from field studies are assigned based on the given land use as mentioned above. Grass and the different forms of crop are summarised in one group with lower vegetation. Therefore the approach of Bach et al. (2000) is used with:

\[
\text{LAI} = (1.86 \cdot \text{NDVI})^{0.06}
\]  

for coniferous forest LAI is given by Bach et al. (2000) with:

\[
\text{LAI} = (1.6 \cdot \text{NDVI})^{3}
\]  

The sensitivity of the used parameters and their influence on the determination of \( L.E \) is described in detail in Tittebrand et al. (2005).

Providing all needed parameters for the Penman-Monteith approach the radiation and energy fluxes can be inferred: the net radiation at surface is computed as the sum of the individual short- and longwave flux densities. Partly these components are achieved using an inverse remote sensing approach, so called look-up tables (LUT). Insolation at surface \( R_s \) and incoming longwave radiation emitted by the atmosphere are calculated with the radiation transfer code Streamer (Key, 1999) over the entire short- and longwave spectra for the conditions of the specific date. Reflected shortwave radiation is calculated from \( R_s \) and the surface reflectance of each pixel. Outgoing longwave radiation is computed from surface temperature using Stefan-Boltzmann law.

Soil heat flux \( G \) for lower vegetation (grass and crop) is calculated using the approach by Gao (1998):

\[
G = 0.539SR^{-0.53}e^{-K/\cos \theta_0} \cdot R_n
\]  

With the simple ratio \( SR=1-(\text{NDVI})/(1+\text{NDVI}) \), the constant \( K \) and the sun zenith angle. For forest stands the canopy storage is added to the soil heat flux, based on field studies in Tharandt (near Dresden) for spruce measurements and here used for satellite derived fluxes:

\[
G_g = a_g + b_g \cdot R_n
\]  

\[
G_j = a_j + b_j \cdot R_n
\]  

\[
G = G_g + G_j
\]

with \( G_g \) the soil heat flux, \( G_j \) the canopy heat flux and \( G \) the resultant entire surface soil heat flux for forest. The coefficients \( a_g, b_g, a_j \) and \( b_j \) resultant on linear regressions and are time dependent and used due to the time of satellite overpass (Berger, 2001).

To complete the energy balance equation (\( R_n=L.E+H+G \)), the sensible heat flux \( H \) is calculated and not inferred as residuum with the variables as mentioned above:

\[
H = \rho c_p \frac{T_S - T_{2m}}{r_a}
\]

### 3.3 Sensor-adaptation

Differing in range, shape and different influences by water vapour, the differences in the filter response functions of the three sensors have a strong influence on the determination of spectral reflectance and can result in a sensor-dependent NDVI (van Leeuwen et al., 1999; Teillet et al., 1997; Batra et al., 2006) and hence in differing results in the energy fluxes.

In this work the ETM results are treated as reference concerning the best validation results of the three satellites in comparison to in-situ measurements of grass in Lindenberg for all four scenes. Realising comparable fluxes besides the mentioned differences in sensor features and filter response functions, the AVHRR and MODIS fluxes should be computed using the same parameters and assumptions as used for the ETM data. Comparing ETM- (arithmetically averaged to MODIS-resolution) and MODIS-albedo, NDVI and surface temperature for each pixel, high correlation coefficients for the four investigated scenes 9 May 2002, 17 April 2003, 20 August 2002 and 28 July 2002 could be found: temperature \( r=0.66, 0.79, 0.78 \) and 0.75, respectively), albedo \( r=0.95, 0.97, 0.90 \) and 0.93) and NDVI \( r=0.79, 0.92, 0.89 \) and 0.89). That allowed the usage of the regression lines for correction/shifting (approximate to the 1:1 agreement) and therefore to create comparable MODIS-parameters for the
according ETM-parameters. Especially the MODIS surface temperatures showed much lower values before and could be seen as the reason for the deviations e.g. in Rn between ETM and MODIS for all scenes. For AVHRR surface temperature, albedo and TOA-NDVI were used from the SESAT scheme as base for the new calculation of the energy fluxes. Because of the 2 h delay of the AVHRR overpass (AVHRR measurements are close to the noon maximum in contrast to MODIS measurements at 10:00 UTC) the regression-adaptation-method should not be used for these sensor differences. The data analysis showed that an adaptation of NDVI – which is significantly lower for AVHRR (Buheosier et al., 2003; van Leeuwen et al., 2006) than for ETM and MODIS (Fig. 2), is sufficient to infer comparable energy fluxes. NDVI adaptation was realised by stretching the NDVI-distribution histograms. Energy and radiant fluxes are then calculated according to the ETM algorithm, because of the comparable NDVI. Surface temperature was in good agreement compared to in situ data and therefore not changed. The resultant \( L.E \) fluxes for the three sensors are shown in Fig. 3 in their given spatial resolution and for MODIS and AVHRR (smaller plots middle and respectively right) in the former computation for 20 August 2002. Comparing the original fluxes to the fluxes with parameter adaptation a significant improvement could be achieved not only for the range of \( L.E \) but also for the spatial distribution of the values especially for AVHRR. A confinement according to water values had to be found using constant values \( L.E=125 \text{ Wm}^{-2} \) because the Penman-Monteith method was not applicable for water bodies. These plots are treated as the base for further analysis concerning spatial heterogeneity including investigations according to standard deviations, averaging methods and analysis of frequency distributions of fluxes and parameters.

Table 2 shows exemplarily the validation results from the 20 August 2002 compared to the grass-station of Lindenberg for ETM (original), MODIS (corrected) and AVHRR (corrected). Due to uncertainties in the geolocation especially of the AVHRR scenes also ambient pixels around the target pixel are extracted and averaged to achieve a relative statistic certainty to encounter the location of ground measurements. The results, given in Table 2 show an excellent agreement for Rn and surface temperature. Indeed ETM-Rn seems to overestimate at about 30 Wm\(^{-2}\) but taking the standard deviation into account the in-situ measurement lies within the error bars. Soil heat flux \( G \) remains an uncertain and hard to derive quantity with overestimations of all sensors of 40–50 Wm\(^{-2}\). Values for the turbulent fluxes are missing for this day but taking the other quantities into account – the evaporation can be assumed to fit well, especially for these very wet conditions in August 2002, although LITFASS-area is dominated by sandy soils with high infiltration. \( H \) is computed using Eq. (10) and not the remaining quantity of the energy balance. So the system is open, but with only small gaps in the energy balance (ETM: 23.22 Wm\(^{-2}\), MODIS: 19.32 Wm\(^{-2}\) and AVHRR: 11.04 Wm\(^{-2}\)).

Validation data from the MOL-RAO for the turbulent fluxes \( L.E \) and \( H \) are only available for 17 April 2003 and in comparison to the ETM data the satellite derived fluxes are in good agreement for latent heat with 93 Wm\(^{-2}\) (in-situ measurement) versus 72.25 Wm\(^{-2}\) (standard deviation=20.58) inferred from the satellite data, but for \( H \) with 48 Wm\(^{-2}\) (in situ) versus 118.96 Wm\(^{-2}\) (standard deviation=12.79), with higher deviations. The comparison between in-situ data and MODIS- as well as AVHRR results for the turbulent fluxes shows significant higher deviations than for ETM. To gain comparable energy fluxes of the three sensors they had to be averaged onto the same spatial resolution. Figure 4 shows the LITFASS-mean inferred from ETM and MODIS data that were averaged to a comparable AVHRR-resolution (1.1 km). Two averaging strategies are used: a simple mean (arithmetically, left) and the average based on the dominant land use method (right). Additionally standard deviation (red bar) is given. The sensor-means differ only marginal compared to each other as well as for the averaging methods in each of the Figures.

Between the two averaging-methods a correlation of \( r=0.94 \) could be found for \( L.E \). The distributions of the values (Fig. 5) show obvious differences regarding the shape while the range mainly remains. For both methods the range is narrower compared to the original ETM-\( L.E \) distribution. Nevertheless, while using only the mean value of all pixels which are part of the dominant land use type, the shape better agrees with the reference. However, by the usage of the PDF approach improvements according to the results are promised taking the entire range and shape of the distribution of the parameter for flux determination into account.

---

Fig. 2. Differences in NDVI determined with the three sensors in their given spatial resolution, note that AVHRR-NDVI is uncorrected for atmospheric effects (TOA), for 20 August 2002.
Table 2. Validation results for corrected (corr) energy flux densities (net radiation (Rn), sensible heat flux (H), latent heat flux (L.E) and soil heat flux (G)) and surface temperature (T_s) for 20 August 2002.

<table>
<thead>
<tr>
<th></th>
<th>in-situ measurement</th>
<th>ETM 09:45 UTC</th>
<th>Standard deviation</th>
<th>in-situ measurement</th>
<th>MODIS-corr 10:00 UTC</th>
<th>Standard deviation for MODIS results</th>
<th>in-situ measurement</th>
<th>AVHRR-corr 11:45 UTC</th>
<th>Standard deviation for AVHRR results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rn [Wm^{-2}]</td>
<td>440</td>
<td>473.93</td>
<td>31.6</td>
<td>460</td>
<td>458.06</td>
<td>40.13</td>
<td>461</td>
<td>476.66</td>
<td>27.11</td>
</tr>
<tr>
<td>H [Wm^{-2}]</td>
<td>–</td>
<td>160.76</td>
<td>21.9</td>
<td>–</td>
<td>165.17</td>
<td>45.3</td>
<td>–</td>
<td>153.42</td>
<td>44.07</td>
</tr>
<tr>
<td>L.E [Wm^{-2}]</td>
<td>–</td>
<td>206.90</td>
<td>53</td>
<td>–</td>
<td>187.15</td>
<td>94.5</td>
<td>–</td>
<td>235.23</td>
<td>94.17</td>
</tr>
<tr>
<td>G [Wm^{-2}]</td>
<td>30</td>
<td>83.05</td>
<td>14.28</td>
<td>34</td>
<td>86.42</td>
<td>22.31</td>
<td>37</td>
<td>76.97</td>
<td>25.5</td>
</tr>
<tr>
<td>T_s [K]</td>
<td>307.55</td>
<td>308.66</td>
<td>2.68</td>
<td>309.45</td>
<td>309.59</td>
<td>2.97</td>
<td>310.55</td>
<td>307.72</td>
<td>2.04</td>
</tr>
</tbody>
</table>

Fig. 3. Recalculated L.E fluxes for 20 August 2002 for MODIS (middle) and AVHRR (right) in their given spatial resolution, based on the Penman-Monteith approach, using the same parametrisation as for ETM (left). (Small plots show the determined preliminary fluxes before, without adaptation to the ETM-parameters.)

4 Density functions – results and discussion

As briefly shown in the previous chapter the distribution of values can give further information concerning heterogeneity. LITFASS-mean is nearly the same for some fluxes between the different sensors. But the question is whether it possible to find typical PDF of parameters and fluxes for selected land use classes?

We split here the overall frequency distribution into land use classes, resulting in individual PDF of Albedo, NDVI and L.E. focus is given to the question whether it is it necessary to differentiate between crop and grass or if it is enough to have one “low vegetation” class. Therefore a land use dependent distribution was realised based on the Landsat-classification for ETM and on CORINE for MODIS and AVHRR. For the analysis the left panel of Fig. 5 was investigated according to the land use types grass, crop and forest with respect to the question: which land use class provides which patterns? Figure 6 shows exemplarily the frequency distribution for albedo and NDVI (as example for satellite derived parameters) and the resultant L.E for ETM on the 20 August 2002.

First: for albedo (left side of Fig. 6), completely different patterns can be found for forest compared to crop and grass, which show very similar distributions as expected. Highest frequency for forest is around 11–12% according to the dark color of the forest including nearly 100% Pinus Sylvestris. Crop and grass values rise slowly from 10% on, finding the peak around 17–19% (more obvious for crop) and then descending again. Second: NDVI (middle) and L.E (right side) show a strong agreement in their distribution-patterns, so the key parameter NDVI can be found clearly in the L.E results. For August it can be pointed out that NDVI differs clearly for crop and grass. Indeed there is a comparable frequency maximum at NDVI=0.78 and L.E=320–340 Wm^{-2} but for crop a second peak is found for NDVI=0.3, which is a typical value for old vegetation or a significant soil part, and with L.E=40–60 Wm^{-2}. Depending on the type of crop or time of the harvest this peak is significant or not and can not be found for grasslands. For pine the frequency maximum can be found for 0.8 and L.E=320–340 Wm^{-2} but for crop a second peak is found for NDVI=0.3, which is a typical value for old vegetation or a significant soil part, and with L.E=40–60 Wm^{-2}. Depending on the type of crop or time of the harvest this peak is significant or not and can not be found for grasslands.
show a direct relationship for all land use types. Thus it can be pointed out the higher the NDVI (and thus the LAI) the higher the L.E inferred with Penman-Monteith. With exception for crop- and grass-albedo which are more or less regularly distributed, the mean (given within the diagrams in Fig. 6) and mode of the distribution functions are unequal especially for NDVI and L.E of grass and crop noticeable by the considerable skew of the functions. Sensitivity studies show that a change in LAI from 1 to 3 (e.g. caused by an NDVI increase from 0.51 to 0.78 (mean and mode respectively, here for crop from Fig. 6 middle) and in dependence on the used NDVI-LAI relationship, can results in an increase of L.E up to 162 Wm\(^{-2}\) (Berger and Schwiebus, 2004; Tittebrand et al., 2005).

Using different land use classifications for ETM and MODIS/AVHRR data can result in uncertainties according to disagreement of the corresponding classes. Thus a pixel investigation should show whether the entirety of all ETM pixels within one MODIS-pixel show the same dominant land use compared to the accordant MODIS pixel itself. Ten randomized MODIS pixels for each land use class (grass, forest and crop) are collected for the investigation including approximately 600 ETM pixels for comparison. If at least 80% of the ETM pixels provide the same land use type as the MODIS pixels, statements according to the representativeness of the distribution-patterns should be allowed. A good agreement can be found for the forest class whereas it was difficult to differentiate between crop and grass classes that are often interchanged between Landsat-classification (ETM) and CORINE (MODIS). Figure 7a shows the frequency distributions of Rn for grass (left), crop (middle) and forest (right) for the 28 July 2002 as an example.

The variability of the Rn distributions representing the same land use is highest for crop followed by grass and forest. While for grass and forest there is one significant peak at about 500 Wm\(^{-2}\) and about 600 Wm\(^{-2}\), respectively, for crop different frequency peak positions (dominating at about 440 Wm\(^{-2}\) and 550 Wm\(^{-2}\)) occur. The range is much broader and the distributions differ from each other. This variability is explicable by the different kinds of crop that are summarised within this group providing different reflectance or vegetation indices due to their appearance.

Regarding L.E in Fig. 7b for all land use types a broad range occur but also with observable peak positions. Comparable higher variability of the ETM distributions for grass and crop is found whereas for forest the distributions are closed to each other providing one significant peak for all at about 350 Wm\(^{-2}\).
changes. The typical shapes of the density functions are seen to be stable and therefore useful for PDF-applications. In general PDF for NDVI, Albedo, Rn and further parameter could be used to generate PDF of latent heat. The advantage is then the consideration of the natural heterogeneity of the surface by taking the entire range of the distributions of the parameters into account. However the $L.E$ determination is based on many variables and assumptions that can be affected by missing satellite measured parameters.

5 Conclusions and outlook

In this study an investigation of the heterogeneity of land surface parameters and energy fluxes for LITFASS-area (Germany, 50 km Southeast of Berlin) was carried out.

Therefore some preliminary work had to be done to ensure the comparability of the results including the elimination of sensor differences between ETM, MODIS and AVHRR. This was obtained through adaptation, using regression lines of surface temperature, albedo and NDVI for MODIS and histogram stretching of the NDVI for AVHRR, with reference to
ETM. Thus the same \( L.E \)-determination method for all sensors could be realised. The results show reasonable agreement with in-situ data of the observations in Lindenberg.

Due to the land use based parametrisation for flux determination new land use classifications were used: the Landsat-classification (TU-Dresden, \( 25 \times 25 \) m\(^2 \)) was applied for ETM data and, CORINE (\( 1 \times 1 \) m\(^2 \)) was used for MODIS and AVHRR data showing good agreement in comparison to in-situ data for LITFASS-area. Nevertheless, differences remain, e.g. an overestimation of the crop classes of CORINE or an underestimation of water areas (Keil et al., 2005). The quality criterion for the Landsat-classification was an accuracy of 5\% which had to be reached. Based on the same determination method and comparable land use classifications for the different sensors, a variability analysis has been carried out.

LITFASS-mean and standard deviations for averaged data (arithmetically and using the dominant land use method) were investigated. It was demonstrated that the LITFASS-mean of the fluxes is nearly comparable irrespective of whether it is arithmetically or dominant averaged. For all fluxes the standard deviation for arithmetically averaged data is lower than for dominant land use averaged data.

The heterogeneity analysis was carried out with respect to frequency distributions for the land use classes grass, crop and forest to find typical patterns of their distribution functions and the comparability and variability of ETM parameters or flux distributions on MODIS-pixel base.

The analysis with respect to land use classes show differences in the distribution patterns, not only between grass and forest but also between grass and crop. One question of the study was to investigate whether it is possible to summarize both classes to one group e.g. lower vegetation. Thus, for further studies using the PDF e.g. for \( L.E \)-determination it is suggested to differentiate between crop and grass because a second peak for crop showing the bare soil conditions in the distributions of NDVI and thus \( L.E \) appears (in three different seasonal states of summer) that can not be neglected.

Selecting MODIS pixels with known land use classes and analyzing therefore their included ETM-distributions (consisting of approximately 600 pixels each), allowed conclusions with respect to pixel-heterogeneity, assuming that they represent the same land use type (at least 80\%). The distribution variability of \( L.E \) is shown to be higher than for \( R_n \) except for the crop class where an evident difference in the distribution patterns can be found. The best distribution agreement can be outlined for forest. According to spatial variability of \( L.E \) former studies also showed that the latent heat flux was the most sensitive parameter for that issue (Li and Avissar, 1994). Thus the results indicate that it is very important to consider the spatial variability of NDVI and therefore LAI, stomatal resistance, as well as further important parameters and fluxes (surface temperature, \( R_n \) and \( G \)) of the Penman-Monteith approach.

Averaging highly resolved satellite data arithmetically or using dominant land use gives only marginal differences, but it is assumed that using PDF and thus the entire range of the surface characteristics, including extremes as well as the mode instead of the mean, should provide more realistic conditions for the determination of energy fluxes. Li and Avissar (1994) confirmed that the results of determined fluxes depend on the shape of the spatial distribution of the land surface parameters, used for the calculation. Typically, the more skewed the distribution within the range of values the larger their error (for nonlinear relationships between parameter and flux e.g.: for LAI, inferred nonlinear from NDVI). They found largest differences for lognormal distributed land surface parameters and showed that the shape of the distribution is essential for the determination of accurate fluxes. Our preliminary results (MAGIM, 2006) confirm the possible application of the PDF-approach for the determination of latent heat flux with Penman-Monteith using NDVI, albedo, relative humidity and wind speed for grassland and coniferous forest. Assuming \( \chi^2 \)-distributions with a different range and mode for grass and forest, the method was applicable for these two land use types as a first approximation. The approach can now be improved by the new distribution patterns of the parameters for the two land use types and by the enhancement for the often represented land use type “crop” with a clearly different distribution function compared to grass – especially for NDVI as the key variable for the \( L.E \)-determination using Penman-Monteith.
Finally, realising the \( L.E \)-determination with the PDF approach offers new interpretation of validation results. Until now mean pixel and standard deviation were compared to point measurements often resulting in significant differences. Taking the entire PDF of the resultant latent heat flux for comparison into account, the in situ measurement can be different from mean or mode and nevertheless be representative for the pixel.

Appendix A

CORINE

CORINE is structured in 3 layers, referring to 5 main groups in the first layer and specifying the areas in layer 2 and 3. So 44 land use or land cover units that can be differentiated. These classes are strongly affected by nature conversation and environmental background. A verification in technical form and content supports the target accuracy. In 2006 CORINE was compared to LUCAS-data (land use/cover area frame statistical survey, EEA, 2006). The accuracy of CORINE 2000 was found to be 87\( \pm \)0.8\% and highest accuracy was given for water classes as well as for industrial areas (EEA, 2006). Also large areas of agriculture and coniferous forests offered an accuracy between 90 and 95\%. In contrast Keil et al. (2005) found an overestimation of crop areas and an underestimation of water bodies. One reason can be seen in the minimum area, which is 25 ha, to acquire areas of interest. Thus areas smaller than 25 ha are left out and dominant areas tend to overestimate.

Landsat-classification 2002

15 classes could be identified by using a hierarchical system similar to CORINE. Using defined spectral thresholds preliminary classes of different land use could be selected. These classes then could be obtained by applying classification algorithms as maximum-likelihood, cluster analysis or neighbourhood analysis (prior verified with training areas, Prechtel, 2007) to differentiate the classes. The target accuracy of the resultant classes was 5\% and was tested by drawing a sample.

Reference classification

For comparison an additional reference classification, based on field observations was used for comparison (Beyrich et al. 2004; Beyrich and Mengelkamp, 2006). This classification is given with 25 m spatial resolution and was observed during the field experiment in 2003. It was not possible to acquire the entire terrain, so nearly 9\% are not classified and dedicated to the other classes (Beyrich et al., 2004). The classification is given in 32 classes and summarized to 9 classes. Changes are according to agriculture and differences in the kind of crop. Actually for the satellite analysis in this study all kinds of crop are summarized to one “crop-class”. Thus the differences between the years 2003 and 2002 are negligible for the analysis.
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