Receptor modeling of C$_2$–C$_7$ hydrocarbon sources at an urban background site in Zurich, Switzerland: changes between 1993–1994 and 2005–2006
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Abstract. Hourly measurements of 13 volatile hydrocarbons (C$_2$–C$_7$) were performed at an urban background site in Zurich (Switzerland) in the years 1993–1994 and again in 2005–2006. For the separation of the volatile organic compounds by gas-chromatography (GC), an identical chromatographic column was used in both campaigns. Changes in hydrocarbon profiles and source strengths were recovered by positive matrix factorization (PMF). Eight and six factors could be related to hydrocarbon sources in 1993–1994 and in 2005–2006, respectively. The modeled source profiles were verified by hydrocarbon profiles reported in the literature. The source strengths were validated by independent measurements, such as inorganic trace gases (NO$_x$, CO, SO$_2$), methane (CH$_4$), oxidized hydrocarbons (OVOCs) and meteorological data (temperature, wind speed etc.). Our analysis suggests that the contribution of most hydrocarbon sources (i.e. road traffic, solvents use and wood burning) decreased by a factor of about two to three between the early 1990s and 2005–2006. On the other hand, hydrocarbon losses from natural gas leakage remained at relatively constant levels (~20%). The estimated emission trends are in line with the results from different receptor-based approaches reported for other European cities. Their differences to national emission inventories are discussed.

1 Introduction

Air pollutants can have adverse impacts on human health, most notably on the respiratory system and circulation (Nel, 2005), acidify and eutrophicate ecosystems (Matson et al., 2002), diminish agricultural yields, corrode materials and buildings (Primerano et al., 2000), and decrease atmospheric visibility (Watson, 2002). Organic gases and particles can both be directly emitted into the atmosphere, e.g. by fossil fuel combustion, or secondarily formed and decomposed there by chemical reactions and/or gas-to-particle conversions (Fuzzi et al., 2006). Volatile organic compounds (VOCs) have several important impacts: while only some of them are toxic to humans, e.g. benzene (WHO, 1993), or relevant greenhouse gases, e.g. methane (Forster et al., 2007), all VOCs are oxidized in the atmosphere and most are thereby involved in the formation of secondary pollutants, such as ozone (O$_3$), and secondary organic aerosol (SOA). Ambient VOC measurements became important since the 1950s (Eggertsen and Nelsen, 1958) due to summer smog phenomena, first and foremost due to high O$_3$ levels in the Los Angeles basin. The identification and quantification of VOC sources is therefore a necessary step to mitigate air pollution.

Receptor models were developed to attribute measured ambient air pollutants to their emission sources. Depending on the degree of prior knowledge of the sources, a chemical mass balance (CMB; composition of the emission sources is known), a multivariate receptor model (no a priori knowledge) or a hybrid model in between these extreme cases is most appropriate (Hopke, 1988; Wåhlin, 2003; Christensen...
Please consider the paragraph on nomenclature in Sect. 2.1.1. 

Mean concentrations and standard deviations [ppb] of the 13 considered hydrocarbon species for the years 2005–2006 (n=8912) and values for 1993–1994 (n=7606) in brackets. Detection limits (DL, in ppt) and the relative measurement error (coefficient of variation, CV) for each hydrocarbon species as used for PMF are also given. *Ethane and ethyne concentrations in 1993–1994 were partially imputed. **Please consider the paragraph on nomenclature in Sect. 2.1.1.

<table>
<thead>
<tr>
<th>species</th>
<th>synonym</th>
<th>formula</th>
<th>mean conc. [ppb]</th>
<th>std. dev. [ppb]</th>
<th>DL [ppt]</th>
<th>CV [rel.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ethane</td>
<td>dimethyl</td>
<td>C₂H₆</td>
<td>2.34 (3.03)*</td>
<td>1.32 (2.17)</td>
<td>10 (15)</td>
<td>0.02 (0.05)</td>
</tr>
<tr>
<td>ethene</td>
<td>ethylene</td>
<td>C₂H₄</td>
<td>1.85 (3.03)</td>
<td>1.38 (2.54)</td>
<td>10 (15)</td>
<td>0.02 (0.05)</td>
</tr>
<tr>
<td>propane</td>
<td>n-propane</td>
<td>C₃H₈</td>
<td>1.25 (1.43)</td>
<td>0.87 (0.89)</td>
<td>7 (10)</td>
<td>0.02 (0.05)</td>
</tr>
<tr>
<td>propene</td>
<td>propylene</td>
<td>C₃H₆</td>
<td>0.42 (0.90)</td>
<td>0.32 (0.76)</td>
<td>7 (10)</td>
<td>0.02 (0.05)</td>
</tr>
<tr>
<td>ethyne</td>
<td>acetylene</td>
<td>C₂H₂</td>
<td>1.13 (3.87)*</td>
<td>0.74 (3.09)</td>
<td>10 (8)</td>
<td>0.03 (0.05)</td>
</tr>
<tr>
<td>isobutane</td>
<td>2-methylpropane</td>
<td>C₄H₁₀</td>
<td>0.59 (0.94)</td>
<td>0.44 (0.72)</td>
<td>5 (8)</td>
<td>0.02 (0.10)</td>
</tr>
<tr>
<td>butane</td>
<td>n-butane</td>
<td>C₄H₁₀</td>
<td>0.99 (2.76)</td>
<td>0.78 (2.04)</td>
<td>5 (8)</td>
<td>0.03 (0.10)</td>
</tr>
<tr>
<td>isopentane</td>
<td>2-methylbutane</td>
<td>C₅H₁₂</td>
<td>1.24 (2.96)</td>
<td>1.02 (2.32)</td>
<td>5 (7)</td>
<td>0.03 (0.10)</td>
</tr>
<tr>
<td>pentane</td>
<td>n-pentane</td>
<td>C₅H₁₂</td>
<td>0.48 (0.94)</td>
<td>0.35 (0.68)</td>
<td>4 (7)</td>
<td>0.03 (0.10)</td>
</tr>
<tr>
<td>isohexanes (sum) **</td>
<td>C₆H₁₄</td>
<td>0.86 (1.17)</td>
<td>0.68 (0.96)</td>
<td>3 (7)</td>
<td>0.03 (0.08)</td>
<td></td>
</tr>
<tr>
<td>hexane</td>
<td>n-hexane</td>
<td>C₆H₁₄</td>
<td>0.13 (0.29)</td>
<td>0.16 (0.23)</td>
<td>3 (6)</td>
<td>0.03 (0.10)</td>
</tr>
<tr>
<td>benzene</td>
<td>benzo</td>
<td>C₆H₆</td>
<td>0.38 (0.95)</td>
<td>0.27 (0.68)</td>
<td>3 (5)</td>
<td>0.03 (0.05)</td>
</tr>
<tr>
<td>toluene</td>
<td>methylbenzene</td>
<td>C₇H₈</td>
<td>1.37 (2.57)</td>
<td>1.15 (2.37)</td>
<td>3 (4)</td>
<td>0.03 (0.05)</td>
</tr>
</tbody>
</table>

et al., 2006). The first multivariate source apportionment studies were based on the elemental composition of particulate matter (e.g. Blifford and Meeker, 1967). In contrast to organic species, element concentrations (e.g. of airborne metals) do not change because of degradation or secondary formation in the atmosphere. Given that their sources emit those elements in constant proportions over time, the calculated receptor profiles can directly be related to sources. More recently, receptor models have also been applied to organic compounds since detailed chemical information about the organic gas- and aerosol-phase is available (e.g. using high-resolution gas-chromatography, Schauer et al., 1996, or aerosol mass spectrometry, Lanz et al., 2007). However, the fundamental assumption of non-reactivity or mass conservation (Hopke, 2003) can be violated and the calculated factors may not always be directly related to emission profiles but have to be interpreted as aged profiles (depending on the selected species and measurement location). Therefore, a flexible model such as positive matrix factorization (PMF; Paatero and Tapper, 1994) is favorable to model VOC concentration matrices. Furthermore, PMF modeling allows for any changes (e.g. local differences) in the nature of the VOC sources. The PMF2 program (Paatero, 1997) uses a stable algorithm to estimate source strengths and profiles from multivariate data sets (bilinear receptor-model). Miller et al. (2002) concluded for simulated data that PMF was superior in recovering VOC sources compared to other receptor models based on standard CMB (Winchester and Nifong, 1971), principal component analysis (Blifford and Meeker, 1967) or UNMIX, a multivariate receptor model developed by Henry (2003). Also Jorquera and Rappenglück (2004) found PMF resolved VOC profiles more reliable than profiles resolved by UNMIX, while Anderson et al. (2002) found the results of the two models to be in good agreement. Furthermore evidence that bilinear unmixing by PMF2 can be used to model VOC data was provided for the Texas area (Buzcu and Frazier, 2006), where for certain emission situations (e.g. wind directional dependencies of point sources etc.) an enhanced PMF was favorable (Zhao et al., 2004).

Due to the environmental problems mentioned above, abatement strategies have been developed and implemented for the reduction of VOC emissions. In fact, the sum of non-methane VOCs at the urban background location in Zurich (Switzerland), as studied in this article, decreased by -50% between 1986 and 1993 and again by -30% from the early 1990s to today (Fig. 1). For 1993–1994, about 20 volatile hydrocarbon species were determined at Zurich-Kaserne by hourly resolved gas-chromatography (GC-FID). For 2005–2006, more than 20 hydrocarbons were measured again at the same site (13 of them were measured during both periods and are summarized in Table 1 and Fig. 2). The same chromatographic column was used for both campaigns. By PMF modeling of hydrocarbon observations in 1993–1994 and in 2005–2006 we describe the underlying factors of each data set. The factors recovered by multivariate PMF modeling are related to hydrocarbon source profiles and source strengths. This attribution needs to be verified by means of collocated measurements (inorganic trace gases, oxidized hydrocarbons, meteorology), by time series analysis of the source strengths as well as by published VOC profiles and emission factors from the literature. The decrease in ambient VOC concentrations between the early 1990s and today (2005–2006) is explained by comparing the factor analytical results for both data sets. The contribution of different emission sources to this trend is discussed.
2 Methods

2.1 Measurements

2.1.1 Hydrocarbon measurements

The measurements at Zurich-Kaserne (410 m a.s.l.) are representative for an urban background site in Zurich, Switzerland. The sampling site is located in a public backyard near the city center. The earlier VOC measurements in 1993–1994 were presented by Staehelin et al. (2001). The time spans in this study included 4 June 1993 to 6 October 1994 and 4 June 2005 to 6 October 2006.

18 hydrocarbons were measured quasi-continuously in Zurich between 1993 and 1994: first, ambient air was passed through a Nafion Dryer to minimize its water content and then hydrocarbons were trapped on an adsorption-desorption unit (VOC Air Analyzer, Chrompack) by using a multi-stage adsorption tube held at –25°C. The flow of air through the trap was at 10 ml min\(^{-1}\) and the trapping time was 30 min, yielding a total volume of 300 ml of sampled air. Then the trap was heated to 250°C for transferring the VOCs to a cryo-focussing trap (PoraPLOT Q), held at –100°C. Finally, concentrated VOCs were passed onto the analytical PLOT column (Al\(_2\)O\(_3\)/KCl, 50 m × 0.53 mm, Varian) by using a multi-stage adsorption tube held at –25°C. The analysis was performed by gas chromatography-flame ionization detection (GC-FID, Chrompack). Calibration was performed regularly by diluting a commercial standard with zero air to the lower ppb (parts per billion by volume) range.

22 hydrocarbons were measured quasi-continuously in 2005–2006: First, ambient air was passed through a Nafion Dryer to minimize its water content and was then extracted from hydrocarbons using an adsorption-desorption unit (Perkin-Elmer, TD), equipped with a multi-stage micro-trap held at –30°C by means of a Peltier element. The flow of air through the trap was 20 ml min\(^{-1}\) and the trapping time was 15 min, yielding a total volume of 300 ml of sampled air. After flushing with helium to reduce the water vapor content the trap was rapidly heated to 260°C for desorption of the hydrocarbons onto the analytical PLOT column (Al\(_2\)O\(_3\)/KCl, 50 m × 0.53 mm, Varian). The analysis was performed by gas chromatography-flame ionization detection (GC-FID, Agilent 6890). Calibrations were performed regularly using a standard which contains the analyzed hydrocarbons in the lower ppb range (National Physical Laboratory, UK).

13 hydrocarbon species were measured in both data sets (summarized in Table 1 and Fig. 2) and used for the statistical analysis. The chromatographic column for separation of the VOCs is identical for the two measurement periods. This is an advantage for the comparison of the two data sets, although newest developments use two-dimensional gas chromatography (GC×GC) to separate overlapping peaks (e.g. Bartenbach et al., 2007). Trapping efficiency was below 100% for the C\(_2\) hydrocarbons, which however was corrected by a specific calibration factor.

The hydrocarbon species in this article are named based on IUPAC. As an exception, the term “sum of isohexanes” (S-isohexanes) is used, which refers to the added concentrations of 2-methylpentane and 3-methylpentane (1993–1994), but for 2005–2006 the sum includes 2,2-dimethylbutane and 2,3-dimethylbutane as well.

2.1.2 Ancillary data

In addition to the hydrocarbons, about 20 different, hourly resolved OVOCs are available at Zurich-Kaserne for
campaigns in summer 2005 and winter 2005/2006. The measurements were performed by GC-MS (gas chromatograph with mass spectrometer) and summarized in Legreid et al. (2007a). Inorganic trace gases (NOx, CO, SO2), meteorological parameters (temperature, wind speed etc.), methane (CH4), and total non-methane VOCs (t-NMVOC) were measured by standard methods (Empa, 2006). Measurements of t-NMVOCs are performed continuously by a flame ionization detector (FID) (APHA 360, Horiba). For separation between CH4 and t-NMVOCs the air sample is divided into two parts. One part is directly introduced into the FID, while the second part is lead through a catalytic converter to remove the NMVOCs. The outcome of both lines is measured alternately and the t-NMVOC concentration is calculated from the difference of the two measurements.

2.2 Data analysis and preparation

2.2.1 Unmixing multivariate observations

Linear mixing of observable quantities is the basis to all receptor models and can be represented by the following equation (Henry, 1984):

\[ x_i = g_i F + e_i, \]  

where \( x_i \) represents the \( i \)-th multivariate observation (vector of \( m \) variables) and is approximated by linear combinations of the loadings or source profiles, \( F \), and scores or source strengths, \( g_i \), up to an error vector, \( e_i \). Chemical mass balance models were designed for estimation of source strengths, \( g_i \) (a \( p \)-dimensional vector), for given numerical values of \( F \), representing a \( p \times m \)-matrix of the source profiles, and a specified number of assumed factors or sources \( p \).

Bilinear receptor models, on the other hand, are most useful when very little or no prior knowledge about the sources is assumed. In such a case, both \( g_i \) and \( F \) have to be estimated, and \( p \) has to be determined by exploratory means. Paatero and Tapper (1994) have proposed to solve Eq. (1) by a least-square algorithm minimizing the uncertainty weighted error (“scaled residuals”):

\[ \frac{\epsilon_{ij}}{s_{ij}} = \frac{(x_{ij} - \hat{y}_{ij})}{s_{ij}}, \hat{y}_{ij} = \sum_{k=1}^{n} g_{ik} f_{kj}, \]  

where \( DL \) represents the detection limit (as an absolute concentration value) and the coefficient of variation, \( CV \), accounts for the relative measurement error determined by calibration of the instruments. The \( DLs \) equal five times the baseline noise of the species’ chromatograms, whereas the \( CVs \) are the relative standard deviations of six repeated measurements of a real-air standard in the range of ambient concentrations. Following this method, both \( DL \) and \( CV \) are species-specific and given in Table 1 for the present hydrocarbon data sets. The total uncertainties, \( s_{ij} \), in Eq. (2) can be calculated as

\[ s_{ij} = s_{ij}' + d(\max(x_{ij}, \hat{y}_{ij})), \]  

where parameter \( d \) symbolizes the relative modeling uncertainty and \( \hat{y}_{ij} \) the model for \( x_{ij} \).

2.2.2 Model specifications and reactivity

For the presented results, the PMF2 program was run with default settings (robust mode, central rotation induced by \( f_{peak}=0.0 \), outlier thresholds for the scaled residuals of \(-4 \) and \( 4 \)), but the error model \( (EM = -14) \) was adjusted for ambient data. Two-dimensional scatter plots of factor contributions showed edges parallel to the coordinate axes, which is indicating that the chosen rotation has low ambiguity (heuristic approach by Paatero et al., 2005). A modeling uncertainty \( d > 0 \) % is needed as two basic assumptions about PMF are likely to be violated in this study (constant source profiles over time and non-reactivity of the species). The results shown here were calculated by setting \( d = 10 \)%, which represents an arbitrary but non-critical choice as will be shown below. We further assumed that the VOC variability at the urban site Zurich-Kaserne is generally driven by source activities rather than by ageing of the compounds (see Sects. 3.3.2 and 3.3.3); VOC transport time from source to receptor was assumed to be less than 0.5 day on average, which is smaller than the lifetime of propene, the most reactive compound analyzed in the study.

2.2.3 Missing values

In 1993–1994, missing ethane and ethyne concentrations had to be imputed for \( n=3450 \) and \( n=1500 \) samples, respectively (~5% of data matrix). These values were missing due to data acquisition problems. Row-wise deletion of those missing values (i.e. a sample is excluded when at least one species is not available) would have caused a loss of 50% of the data. We instead have used the k-nearest neighbor (knn) method to estimate those missing values (function knn of the EMV package in R, The R Foundation for Statistical Computing; www.r-project.org). Additional VOCs were considered for the nearest-neighbor calculations (e.g. 2,2,4-trimethylpentane, 2-methylpropene, and heptane). Advantages of data imputation by multivariate nearest neighbor methods in the field of atmospheric research were evaluated
by Junninen et al. (2004): they are particularly important for practical applications as they are fast, perform well, and do not generate new values in the data. We calculated (by iteratively and randomly assigning missing values to known values) that the relative uncertainty of this imputational method is about 48% (1σ) for ethane and about 32% (1σ) for ethyne. Calculating the uncertainty matrix, the imputed concentration values of ethane and ethyne were multiplied by 0.96 (2σ) and 0.64 (2σ), respectively, and the square of this product was added to the error as stated by Eq. (3):

\[ s_{ij} = \sqrt{4(DL)^2 + (CV)^2 x_{ij}^2 + (2\sigma x_{ij})^2}, \quad x_{ij} \text{ imputed} \]  

(5)

In summary, this additional term down-weights the imputed values by a factor of about 10. Even though the imputed values have a minor weight in the minimization algorithm of PMF2, factors characterized by ethane or ethyne for the 1993–1994 data should nevertheless be carefully interpreted.

### 2.2.4 Outliers in the data (contamination-type)

Propane peaks up to 400 ppb (2005–2006) and 200 ppb (1993–1994) could be observed and were most probably caused by local barbecue events. We have defined extreme observations to be larger than \( \mu + \sigma \) (2005–2006) and \( \mu + 2\sigma \) (1993–1994): About 70 samples were identified and excluded from both data sets in order to not distort the factor analysis. A detailed inspection of the deleted samples revealed that these propane peaks mostly occurred on/before weekends and holidays during the summery season, supporting the hypothesis of local barbecue emissions in the public backyard surrounding the measurement site. In 2005–2006, a threshold of \( \sigma \) rather than \( 2\sigma \) was needed to identify a similar fraction (~1%) of outliers. These contamination-type propane outliers were excluded prior to PMF analysis.

### 3 Results and discussion

#### 3.1 Determination of the number of factors (\( p \))

The determination of the number of factors \( p \) is a critical step for receptor-based source apportionment methods, especially for bilinear models, where very little prior knowledge about the sources is assumed. Mathematically perfect matrix decompositions into scores and loadings do not guarantee that the solutions are physically meaningful and can be interpreted. Here, we followed the philosophy that an appropriate number of factors has to be determined by means of interpretability and physical meaningfulness as already proposed earlier (e.g. by Li et al., 2004; Buset et al., 2006; Lanz et al., 2007, 2008). Mathematical diagnostics are however indispensable to corroborate the chosen solution and to describe the mathematical aspect of its explanatory power.

For the recently (2005–2006) measured VOCs, \( p=6 \) factors can be interpreted and are discussed in Sects. 3.4 and 3.5. Choosing less factors, \( p<6 \), coerces two profiles (attributed to “solvent use” and “gasoline evaporation”; see Sect. 3.4). On the other hand, by choosing more factors, \( p>6 \), a factor splits from the “gasoline evaporation” factor (the sum of two split contributions is very similar, \( R=0.97 \), to the gasoline source contributions retrieved with \( p=6 \)). We therefore consider the 6-factor PMF solution for further analyses of the VOC sources in 2005–2006. For the earlier VOC series (1993–1994), we have most confidence in the 8-factor PMF solution: when assuming 8 factors, for each of the 6 factors found in 2005–2006 a similar factor is found as in the earlier measurements (plus a toluene source and an additional, combustion-related source). This can not be observed for solutions where more than 8 factors or less than 8 factors were imposed.

The data sets from 1993–1994 and 2005–2006 had to be described by a different number of factors each (eight and six, respectively) in order to account for the different emission situations: two factors were absent in the 2005–2006 data, which can be explained by policy regulations (see Sects. 3.5 and 4).

#### 3.2 Mathematical diagnostics

More than 93% and 96% of the variability of the VOC species could be explained on average by the 6-factor PMF model (2005–2006) and the 8-factor PMF model (1993–1994), respectively (see concept of explained variation; Paatero, 2007). Using the proposed model we can further explain on average 97% and 99% of the total concentration of the 13 hydrocarbons (in ppb) measured in 2005–2006 and 1993–1994, respectively. These latter ratios represent an average modeled to measured hydrocarbon concentration:

\[ \text{ratio} = \frac{1}{n} \sum_{j=1}^{n} \left( \sum_{k=1}^{p} g_{ik} \sum_{j=1}^{m} x_{ij} \right), \]  

(6)

where \( x_{ij} \) are the observed concentration values, \( g_{ik} \) represents concentrations modeled by \( k=1...p \) factors (note that the factor profiles were normalized to unity, \( \sum_{j=1}^{m} f_{kj} = 1 \)), and \( n \) is the number of samples consisting of \( m \) species. This measure is only meaningful, if \( \sum_{k=1}^{p} g_{ik} - \sum_{j=1}^{m} x_{ij} \leq 0 \) is approximately fulfilled for virtually all samples and if there is little scatter in the data, which is the case here. We additionally calculated the \( R^2 \) of the linear regression, \( lm \), data versus modeled values

\[ lm(\sum_{j=1}^{m} x_{ij} \sim \sum_{k=1}^{p} g_{ik}), \]  

(7)

yielding \( R^2=0.99 \) in both cases (2005–2006 and 1993–1994, respectively). Thus, almost all variance in the total concentration of the 13 hydrocarbons can be explained by the PMF based model.

For both models, less than 1% of all data points (about 100,000 for both data sets) exceeded the model outlier
thousands for the scaled residuals, $|e_{ij}/s_{ij}| > 4$, and were down-weighted (Sect. 2.2). The $Q$-value, the total sum of scaled residuals, equals 11 275 in the robust-mode for the 1993–1994 data ($n=7606$, $p=8$). For 2005–2006 ($n=8912$, $p=6$), this value is 70 018. Thus, for both data sets the calculated $Q$ is in the order of the expected $Q$, estimated by $mnp(m+n)$ as a rule of thumb: The value of $Q$ should approximately equal the degrees of freedoms (e.g. Li et al., 2004), which can be estimated by the number of independent observations, $mn$, minus the number of estimated parameters, $p(m+n)$. The scaled residuals for each species and both data sets are approximately normally distributed $N(0, \sigma_j)$.

3.3 Robustness of the PMF-solutions

3.3.1 Hydrocarbon species

In order to test the robustness of the presented results, we made additional PMF runs with 21 hydrocarbons available since 2005 (the sum of butenes was deleted column-wise from the data matrix due to its abundant missing values). Isoprene and 1,3-butadiene were found to determine two additional factors almost alone due to their distinct temporal behavior in ambient air: both VOCs are rapidly removed by radical reactions. Their atmospheric lifetime is in the order of minutes to hours and these compounds therefore change the variability structure of the data matrix. However, isoprene and 1,3-butadiene accounted for less than 1% of the total concentration (in ppb) given by the 22 hydrocarbons retrieved since 2005 at Zurich-Kaserne. Therefore, the exclusion of these latter compounds does not influence the representativeness, but leads to more robust results. On the other side, aromatic C$_8$ hydrocarbons (m/p-xylene, o-xylene, and ethylbenzene), which were highly correlated ($R>0.97$), summed up to considerable concentrations, but did not alter the variability pattern in the data (see Sect. 3.5.1).

3.3.2 Reactivity and modeling uncertainty

Following the idea of Latella et al. (2005), photochemically reactive compounds $j$ can be down-weighted depending on $[Ox]_t$, the oxidant level (i.e. number concentrations of OH, O$_3$, Cl and NO$_3$ radicals), individual rate constants, $k_{j,l}$ [cm$^3$ molec$^{-1}$ s$^{-1}$], and photochemical age, $t$ [s], resulting in a vector $r_j$

$$r_j = e^{-t \sum_l ([Ox]_t k_{j,l}),}$$

(8)

which incorporates in the total uncertainty estimates (see Eq. 4) as follows

$$s_{ij} = s_{ij}' + r_j^{-1}d(\max(x_{ij}, y_{ij})).$$

(9)

Note that for measurements close to sources ($t$ is small) or inert species ($k_{j,l}$ is small), this vector is $r_j \approx 1$ and Eq. (9) simplifies to the uncertainty model postulated earlier (Eq. 4; e.g. Lee et al., 1999). The correction factors for the hydrocarbon reactivity (Eq. 8; sticking to the idea of Latella et al., 2005) were calculated assuming an average transport time from source to receptor of $t=4$ h and a typical OH radical concentration of $0.8 \times 10^9$ molec cm$^{-3}$ (Seinfeld and Pandis, 1998). The rate constants were derived from Atkinson and Arey (2003). The correction factors in $r_j$ in the case of the Zurich-Kaserne site lie between 0.89 and 1.00 (except for propene, where a factor of 0.66 has been calculated). Dividing the analytical uncertainty (Eq. 3) by these correction factors and allowing a modeling uncertainty of 10% yields changes in the relative mean SCEs (source contribution estimates) that are smaller than 1% for each factor in 2005–2006 and less than 4% for the factors in 1993–1994. In fact, in the earlier Zurich data the strongest trend (+3.98%) in the relative mean SCEs can be observed for the “fuel combustion” source (factor 6), as its loading of propene (clearly the most reactive compound in our study) was almost as high as ethene (the highest peak in factor 6). This is different for the 2005–2006 data, where the propene loading in factor 6 accounted only half of the ethene intensity. Finally, it should be pointed out that the calculated profiles for the receptor site Zurich-Kaserne could be directly related to measured source profiles from the literature (Sect. 3.4). Thus, the assumption that the typical transport time from source to receptor is smaller than the atmospheric lifetime of the most reactive species (Sect. 2.2.2) seems to be justified. As shown for organic aerosols (Lanz et al., 2007), it can actually be meaningful to interpret PMF factors as secondary and differently aged profiles. The same could hold true for more volatile organics (VOCs) as well, but was not necessary here as we measured close to the VOC emission sources (and the chosen substances are not formed secondarily in the atmosphere).

Generally, the PMF solutions of the presented data were found to be stable with respect to different uncertainty specifications. In particular, the SCEs are rather insensitive to different modeling uncertainties, $d$. This can be shown by increasing $d$ from 5% up to 35%, while $r_j$ is kept fixed at unity: For the recent Zurich data (2005–2006), the largest change due to increasing the modeling uncertainty from 5% to 35% is observed for the relative mean SCEs of factor 2, namely $-2.6\%$. For the earlier data, the SCEs are not very sensitive to modeling uncertainties neither: in analogy to the case described above, the largest change can be observed for factor 4 (1993–1994), namely +5.6\%. Note that factor 4 is dominated by ethene (and ethyne), both of which were partially imputed. It is plausible that implied species are more sensitive to increases of $d$, as the case discrimination in uncertainty levels for missing (Eq. 5) and available data points (Eq. 3) relative to their total uncertainty estimates is down-weighted.
3.3.3 Down-mixing of aged air masses

An aged profile was determined by averaging gas-phase measurements at a rural site (Rigi-Seeboedenthal, 1031 m a.s.l., 40 km Southeast of Zurich) during a week-long high-pressure episode in 2005. This profile was fixed and imposed on the factor analytical solution for the urban data from Zurich-Kaserne (410 m a.s.l.) spanning the same time interval.

While the aged profile was frozen during the iterative (hybrid) model fit, \( n=1, 2, \ldots \) factors were allowed to evolve freely within a non-negative subspace. The computations were carried out using the multilinear engine program, ME-2, designed by Paatero (1999). We have lately described the technical details of such an approach (Lanz et al., 2008). The resulting scores of the imposed profile (enriched with stable and secondary species) did however not show the typical, strong increase during early morning hours as expected for chemically stable and secondary pollutants. Such increases were ascribed to vertical down-mixing of air from the nocturnal residual layer to the surface air of the planetary boundary layer (e.g. McKendry et al., 1997). We therefore concluded that highly aged and processed air masses do not significantly influence the variability in the VOC profiles studied at Zurich-Kaserne.

3.4 Hydrocarbon profiles

In this section, the factor profiles as retrieved by PMF for 1993–1994 and 2005–2006 are summarized (Table 2) and discussed. We introduce a tentative attribution of PMF factors to emission sources based on a priori knowledge such as published source profiles. The factors underlying the recent measurements (Fig. 3) and the ones explaining the earlier VOC data (Fig. 4) are compared with each other, with reference profiles found in the literature, and with profiles reported in Stuehelin et al. (2001).

The factors for the recent data (2005–2006) were sorted on the basis of explained variance (Paatero, 2007). The factors

---

Fig. 3. The profiles of the 6-factor PMF solution calculated for the recently measured hydrocarbon data (2005–2006). Each profile’s loadings were normalized to a sum of unity. Here, S-isohexanes comprises 2-methylpentane, 3-methylpentane, 2,2-dimethylbutane, and 2,3-dimethylbutane.

Fig. 4. The profiles of the 8-factor PMF solution calculated for the earlier hydrocarbon data (1993–1994). Each profile’s loadings were normalized to a sum of unity. Here, S-isohexanes equals the sum of 2-methylpentane and 3-methylpentane.
Table 2. Comparison of the 8-factor PMF (1993–1994 data) with the 6-factor PMF solution for 2005–2006. A total of 13 hydrocarbons (n=13) were considered for the PMF analysis. The comparison is based on the correlation coefficient: 0.7≤R<0.8, 0.8≤R<0.9, and 0.9≤R≤1.0.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>factor 1 (&quot;gasoline evaporation&quot;)</td>
<td>factor 1 (&quot;gasoline evaporation&quot;)</td>
<td>0.92</td>
</tr>
<tr>
<td>factor 2 (&quot;solvents&quot;)</td>
<td>factor 2a (&quot;non-toluene solvents&quot;)</td>
<td>0.28</td>
</tr>
<tr>
<td>factor 3 (&quot;propane&quot;)</td>
<td>factor 2b (&quot;toluene&quot;)</td>
<td>0.42</td>
</tr>
<tr>
<td>factor 4 (&quot;ethane&quot;)</td>
<td>factor 3 (&quot;propane&quot;)</td>
<td>0.01</td>
</tr>
<tr>
<td>factor 5 (&quot;wood burning&quot;)</td>
<td>factor 4 (&quot;ethane&quot;)</td>
<td>0.12</td>
</tr>
<tr>
<td>factor 6 (&quot;fuel combustion&quot;)</td>
<td>factor 5 (&quot;wood burning&quot;)</td>
<td>0.16</td>
</tr>
<tr>
<td>factor 7 (&quot;earlier traffic source&quot;)</td>
<td>factor 6 (&quot;fuel combustion&quot;)</td>
<td>0.31</td>
</tr>
</tbody>
</table>

calculated for the earlier data (1993–1994) were rearranged according to the order of the factors retrieved from the recent data (2005–2006).

3.4.1 Profiles for the years 2005–2006

The variability described by factor 1 is dominated by contributions of (iso-)pentane, S-isohexanes, (iso-)butane and it includes toluene and benzene (Fig. 3). This feature is shared by gasoline evaporation as well as gasoline combustion as can be deduced from the VOC profiles reported in Theloke and Friedrich (2007). In fact, the first PMF computed factor correlates well with the following reference profiles found therein: two-stroke engine, urban mode, warm phase (R=0.94, n=13, n: number of individual hydrocarbons) and cold start phase (R=0.94, n=13) as well as with gasoline evaporation (R=0.97, n=7). Thus, based on its fingerprint alone factor 1 could be related to gasoline combustion and/or gasoline evaporation. A more specific interpretation of this first factor is given in Sect. 3.5.1.

In factor 2, prominent toluene, S-isohexanes and isopentane contributions can be observed and most of the toluene (61%), S-isohexanes (52%), hexane (48%), pentane (40%) and isopentane (40%) variability is explained by the second factor. This factor is only weakly influenced by the variability of combustion related C₂–C₄ hydrocarbons (<10%). We therefore attribute this factor to solvent use.

Given the hydrocarbon fingerprint only, factor 3 (propane and butane) and factor 4 (ethane) could be related to many different sources (natural gas distribution and/or combustion, gas grill emissions, petrol gas vehicles, propellants etc.). Because benzene and toluene do not influence this third factor, we tend to attribute these factors to gas leakage or a "clean" combustion source. Furthermore, factor 4 is dominated by ethane and potentially could also represent an aged background profile; ethane is the longest lived species considered in this study. In the Northern Hemisphere, ethane and propane are principally related to natural gas exploitation (Borbon et al., 2004), but the presence of background ethane needs to be considered as well. Additional analyses of the source strengths are necessary for further interpretations (Sect. 3.5.3).

The hydrocarbon profile of factor 5 is similar to a wood burning profile from a flaming stove fire, which is characterized by ethene and ethyne as can be derived from Barrefors and Petersson (1995) (Fig. 5). Further, factor 5 is also correlated (R=0.75, n=9) with the one reference profile for wood combustion provided in Theloke and Friedrich (2007). According to both studies, more benzene than toluene is emitted by wood fires ranging from 3:1 ppb/ppb to 8:1 ppb/ppb. This latter value is close to a ratio of 6:1 ppb/ppb in factor 5 (2005–2006). Further, the sum of isohexanes is enhanced in factor 5, which is possibly due to furan derivate. Furan is released by wood smoke (Olsson, 2006). Note that the isohexanes measured in 1993–1994 only included 2-methylpentane and 3-methylpentane, which are not likely to interfere with furan derivate. This would explain the absence of the sum of isohexanes in the wood burning profile computed for the ancient data (Fig. 4). All these findings suggest that factor 5 can be related to wood burning.

Factor 6 is closest (R=0.82, n=13) to the profile measured for diesel vehicles in the urban mode and warm phase within the database compiled by Theloke and Friedrich (2007; source profiles representing 87 different anthropogenic emission categories in Europe). As observed for
Table 3. Comparison of the 8-factor PMF (1993–1994 data) with factors reported in literature (Staehelin et al., 2001). A total of 12 hydrocarbons (n=12) were considered in both studies. The comparison is based on the correlation coefficient: $0.7 \leq R < 0.8$, $0.8 \leq R < 0.9$, and $0.9 \leq R < 1.0$.

<table>
<thead>
<tr>
<th>PMF factors 1993–1994</th>
<th>factor 1</th>
<th>factor 2</th>
<th>factor 3</th>
<th>factor 4</th>
<th>factor 5</th>
<th>factor 6</th>
<th>factor 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>“gasoline evaporation”</td>
<td>-0.10</td>
<td>-0.22</td>
<td>-0.07</td>
<td>-0.15</td>
<td>0.61</td>
<td>0.97</td>
<td>0.51</td>
</tr>
<tr>
<td>“toluene”</td>
<td>0.95</td>
<td>0.39</td>
<td>-0.12</td>
<td>-0.18</td>
<td>-0.02</td>
<td>-0.2</td>
<td>-0.25</td>
</tr>
<tr>
<td>“non-toluene solvents”</td>
<td>0.16</td>
<td>-0.48</td>
<td>0.01</td>
<td>0.29</td>
<td>0.86</td>
<td>0.74</td>
<td>-0.03</td>
</tr>
<tr>
<td>“wood burning”</td>
<td>-0.05</td>
<td>0.00</td>
<td>0.97</td>
<td>-0.16</td>
<td>-0.19</td>
<td>-0.13</td>
<td>0.06</td>
</tr>
<tr>
<td>“earlier traffic source”</td>
<td>0.29</td>
<td>-0.06</td>
<td>0.02</td>
<td>0.00</td>
<td>0.84</td>
<td>0.40</td>
<td>-0.28</td>
</tr>
<tr>
<td>“fuel combustion”</td>
<td>-0.16</td>
<td>-0.31</td>
<td>0.07</td>
<td>0.99</td>
<td>-0.02</td>
<td>-0.13</td>
<td>0.09</td>
</tr>
<tr>
<td>“earlier traffic source”</td>
<td>-0.22</td>
<td>-0.31</td>
<td>0.07</td>
<td>0.99</td>
<td>-0.02</td>
<td>-0.13</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Comparison with recent data (2005–2006)

Five very similar factors ($R > 0.90, n=13$) as found for 2005–2006 (Sect. 3.4.1) can be recovered from the 1993–1994 data (both data sets analyzed by bilinear PMF2). Based on the correlation coefficient, $R$, factors 2a, 2b, and 7 seem to be missing in the recent data (2005–2006) and the most dramatic change can be observed for the organic solvents that were separated in the earlier data (1993–1994; represented by factor 2a and factor 2b) (Table 2 and Fig. 4).

In 1993, toluene showed a different temporal variability than the other potential organic solvents (isopentane, pentane, S-isohexanes, and hexane) and emerges as a distinct factor. Both factor 2a and 2b virtually only explain the variability of potential solvents (Fig. 6). The distinct temporal behavior of toluene (with increased concentrations at night) is probably due to the local printing industry that was active in the 1990s but was not continued after or uses other solvents. Also Staehelin et al. (2001) identified a distinct toluene source (see Sect. 3.5). It is possible that asphalt works are represented by factor 2b as well. The addition of factor 2a and 2b (1993–1994) however yields a factor with similar loading proportions of toluene, S-isohexanes and isopentanes as found for solvents in the recent data (2005–2006).

In terms of $R$, factor 7 is closest to two stroke-engines ($R=0.74, n=13$) within the reference data base provided by Theloke and Friedrich (2007). However, relatively prominent ethyne and S-isohexanes contributions (compared with other types of engines found in Theloke and Friedrich, 2007) point to gasoline driven vehicles without catalytic converters, which still accounted for about 30% of the Swiss fleet in 1993–1994 (Staehelin et al., 1998).
Comparison to Staehelin et al. (2001)

Staehelin et al. (2001) also analyzed the Zurich-Kaserne 1993–1994 data by non-negatively constraint matrix factorization. All six factors mentioned therein correlate well ($R > 0.80$, $n = 12$) with the PMF computed profiles for the 1993–1994 data (Table 3). Sources dominated by single VOC species (toluene and propane source) are here also represented by one single PMF factor. The relation of the other factors is however more ambiguous, but for the reasons discussed below it can not be expected that the results of the two studies are in perfect agreement:

Unlike PMF2, the algorithm used in the precedent study was based on alternating regression. Similar to the considerations by Henry (2003), it was also assumed by Staehelin et al. (2001) that the VOC sources can be identified by the geometrical implications of the receptor model Eq. (1), i.e. there are samples in the data matrix that represent single-source emissions, defining the vertices of the solution space projected onto a plane (and thereby providing starting points for the unmixing algorithm). Contrary to this proceeding, the PMF2 algorithm is started from random initial values by default. In contrast to the present study, Staehelin et al. (2001) included inorganic gases and t-NMVOC in the data matrix. By expanding the data matrix its variability structure was altered and factors dominated by inorganic SO$_2$ and NO$_x$ as well as t-NMVOC were identified. Different sources may have been coerced as e.g. SO$_2$ is emitted by several source types (wood burning, diesel fuel combustion etc.), and as activities of non-SO$_2$ emitting sources can be correlated with the SO$_2$ time series by coincidence or due to strong meteorological influence. Instead, we suggest using the inorganic gases and sum parameters (t-NMVOC) as independent tracers to validate our factor interpretation. Furthermore, wood burning was not considered as potentially important emission source by Staehelin et al. (2001).

3.5 Source activities

In this section, the hydrocarbon factors are attributed to emission sources based on comparisons with other, indicative compounds and meteorological data measured at the same site. Before the factors are discussed individually, we will first give a brief overview of the correlation of computed source activities with independently measured trace gases at the same location. The correlation coefficients are summarized in Table 4. A positive correlation between a hydrocarbon and a trace gas can occur because they were emitted by the same source or because they were released by different sources showing similar time evolution (e.g. as both may reflect human activities). However, an evaporative source, as an example, may also be correlated with tracers of combustion (e.g. NO$_x$) by coincidence; this clearly impairs the explanatory power of interpretations that are exclusively based on correlation.

Most evident is the high correlation of both the fuel combustion and wood burning factor with both nitrogen oxides (NO$_x$) and carbon monoxide (CO) found for both data sets (1993–1994 and 2005–2006). The factor interpreted as gasoline evaporation shows higher correlations with t-NMVOC than with combustion tracers, supporting that factor 1 represents a non-combustion source. Also factors that have been associated mainly with solvent use (factor 2 in 2005–2006; factors 2a and 2b in 1993–1994, see Sect. 3.4) are more

<table>
<thead>
<tr>
<th>PMF factors 2005–2006</th>
<th>NO$_x$</th>
<th>CO</th>
<th>SO$_2$</th>
<th>CH$_4$</th>
<th>t-NMVOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>factor 1 (“gasoline evaporation”)</td>
<td>0.64</td>
<td>0.63</td>
<td>0.24</td>
<td>0.39</td>
<td>0.72</td>
</tr>
<tr>
<td>factor 2 (“solvents”)</td>
<td>0.59</td>
<td>0.64</td>
<td>0.22</td>
<td>0.47</td>
<td>0.80</td>
</tr>
<tr>
<td>factor 3 (“propane”)</td>
<td>0.57</td>
<td>0.77</td>
<td>0.67</td>
<td>0.67</td>
<td>0.65</td>
</tr>
<tr>
<td>factor 4 (“ethane”)</td>
<td>0.29</td>
<td>0.42</td>
<td>0.54</td>
<td>0.46</td>
<td>0.21</td>
</tr>
<tr>
<td>factor 5 (“wood burning”)</td>
<td>0.66</td>
<td>0.80</td>
<td>0.58</td>
<td>0.64</td>
<td>0.56</td>
</tr>
<tr>
<td>factor 6 (“fuel combustion”)</td>
<td>0.76</td>
<td>0.84</td>
<td>0.59</td>
<td>0.53</td>
<td>0.71</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PMF factors 1993–1994</th>
<th>NO$_x$</th>
<th>CO</th>
<th>SO$_2$</th>
<th>CH$_4$</th>
<th>t-NMVOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>factor 1 (“gasoline evaporation”)</td>
<td>0.65</td>
<td>0.58</td>
<td>0.32</td>
<td>0.32</td>
<td>0.65</td>
</tr>
<tr>
<td>factor 2a (“non-toluene solvents”)</td>
<td>0.71</td>
<td>0.76</td>
<td>0.45</td>
<td>0.45</td>
<td>0.77</td>
</tr>
<tr>
<td>factor 2b (“toluene”)</td>
<td>0.67</td>
<td>0.64</td>
<td>0.44</td>
<td>0.43</td>
<td>0.73</td>
</tr>
<tr>
<td>factor 3 (“propane”)</td>
<td>0.59</td>
<td>0.54</td>
<td>0.60</td>
<td>0.64</td>
<td>0.45</td>
</tr>
<tr>
<td>factor 4 (“ethane”)</td>
<td>0.64</td>
<td>0.64</td>
<td>0.72</td>
<td>0.60</td>
<td>0.42</td>
</tr>
<tr>
<td>factor 5 (“wood burning”)</td>
<td>0.87</td>
<td>0.89</td>
<td>0.75</td>
<td>0.64</td>
<td>0.71</td>
</tr>
<tr>
<td>factor 6 (“fuel combustion”)</td>
<td>0.88</td>
<td>0.91</td>
<td>0.64</td>
<td>0.58</td>
<td>0.83</td>
</tr>
<tr>
<td>factor 7 (“earlier traffic source”)</td>
<td>0.61</td>
<td>0.66</td>
<td>0.28</td>
<td>0.31</td>
<td>0.76</td>
</tr>
</tbody>
</table>
strongly correlated with t-NMVC than with the combustion tracers CO, NOx, and SO2. The factors dominated by ethane (factor 4) show activities that are closest to sulphur dioxide (SO2), which may point to a source active in winter, combustion of sulphur-rich fuel or long-range transport. Methane (CH4) is strongest correlated with the “propane” factors; this discussion will be continued in more detail (Sect. 3.5.3).

3.5.1 Traffic-related sources

Gasoline evaporation

Modeled gasoline evaporation sources (factor 1) in 1993–1994 and in 2005–2006 are positively correlated with temperature $R=0.45$ and $R=0.30$ (Fig. 7), respectively, while the other factors (related to road traffic) show a different seasonal behavior, typically anti- or uncorrelated with temperature. In several cases, positive deviations from the linear regression slope (scores vs. temperature) coincide with low wind speed (Fig. 7), which is indicative for thermal inver-

cations and pollutant accumulation (e.g. in February 1994, October 2005, and November 2005). This general dependence suggests that factor 1 in both data sets represents gasoline release via evaporation, during cold starts and re-fueling rather than by warm-phase combustion. A positive correlation with temperature might also be due to a combustion-related gasoline source that is active in summer (e.g. from ship traffic or from engines used at road works), but is rather unlikely due to relatively low correlations with the inorganic combustion tracers (Table 4).

The comparison of the PMF calculated gasoline factor with methyl-tert-butyl-ether (MTBE) measured during two campaigns in 2005–2006 (Legreid et al., 2007b) provides further evidence for an evaporative gasoline loss. Poulopoulos and Philippopoulos (2000) reported MTBE exhaust emission particularly during cold start and from evaporation. This is in agreement with other studies (e.g. MEF, 2001). Further, MTBE is neither synthesized in Switzerland nor formed secondarily in the atmosphere, but exclusively used as a gasoline additive with concentrations between 2% and 8% per volume (BAFU, 2002). The gasoline factor is strongly correlated with MTBE in summer as well as in winter (Fig. 8) and, therefore, likely represents evaporative gasoline loss and cold start phases. The slightly higher correlation found in summer ($R=0.81$) compared to winter ($R=0.71$) is most probably due to larger temperature differences between day and night, which determine the amplitude of evaporative gasoline loss.

Gasoline and diesel fuel combustion

As for gasoline evaporation, factors representing fuel combustion were also found in both data sets (factor 6). They exhibit a bimodal daily cycle with peaks in the morning around
Fig. 7. Monthly median scores of the gasoline factors (PMF retrieved), temperature and wind speed for the years 1993–1994 (bottom) and 2005–2006 (top). Positive deviations from the regression slope vs. temperature represent months characterized by frequent thermal inversions: February 1994, October 2005, and January 2006. Regression slopes (coefficient value ±1σ): 0.043±0.027 (1993–1994, n=12) and 0.018±0.018 (2005–2006, n=12) for the monthly values presented above, 0.116±0.006 (1993–1994, n=7606) and 0.032±0.002 (2005–2006, n=8912) for all data points.

Fig. 8. Scores of factor 1 (“gasoline”; black) versus measured methyl-tert-butyl-ether (MTBE, red) for the summer 2005 (bottom) and winter 2005/2006 (top). MTBE was measured at the same time during two campaigns.

07:00 a.m. and in the evening at 09:00 p.m. in both data sets, as shown in Fig. 9 for the recent case (2005–2006). Typically, this temporal behavior is much more prominent on working days. A very similar pattern as found here was also reported for organic aerosol emissions from incomplete fuel combustion and NOx at Zurich-Kaserne (Lanz et al., 2007). The pronounced diurnal variation of this factor during weekdays indicates that other fossil fuel combustion sources (e.g., off-road vehicles and machines) have a minor importance at this site. On the other hand, the strong dependence of the day of the week further supports findings based on the hydrocarbon fingerprint of this factor (Sect. 3.4), namely that diesel exhaust is a major contributor. A large fraction (~66%, deduced from BAFU, 2000) of diesel-related total hydrocarbons in 2000 was caused by the heavy-duty fleet (transport of goods), which is not allowed to drive on weekends in Switzerland. Also commuter traffic is at a minimum, but the share of diesel passenger cars was and is still comparatively low in Switzerland (~10%, HBEFA, 2004) compared to its neighboring states, as diesel taxes are relatively high and petroleum taxes rather low (Kunert and Kuhfeld, 2007). Note that the same diurnal behavior was also found for other factors (e.g. solvents use; Sect. 3.5.4), but neither for ethane and propane sources (Sect. 3.5.3) nor for wood burning (Sect. 3.5.2).

Other traffic-related sources

In 1993–1994, a similar factor to the gasoline evaporation and cold start source can be found (see Sect. 3.4.2), but due to the absence in 2005–2006 we hypothesize that this factor represents gasoline combustion by cars without catalytic converters (factor 7, 1993–1994). Recall that the fraction of non-catalyst vehicles was still in the order of one third of all passenger cars in the early 1990s (Sect. 3.4.2) and emissions were higher than from engines equipped with a catalytic converter. Today, this fraction is negligible: a large decrease in t-NMVOC (as well as in NOx) was found in measurements of the Gubrist tunnel, which is located in the surroundings of Zurich (Colberg et al., 2005, Legreid et al., 2007a). Such tunnel studies do not cover cold start emissions and the large decrease was mainly attributed to the introduction of catalytic converters in the Swiss gasoline fleet. Therefore, no such factor could be resolved for the recently measured hydrocarbons (2005–2006). We will label this factor “earlier traffic source”.

3.5.2 Wood burning

Unlike the evaporative gasoline loss described in Sect. 3.5.1, factors representing wood burning activities are typically anti-correlated with temperature (i.e. increased domestic heating when outdoor temperatures are lower) and
accumulate strongest during winter months that frequently are associated with temperature inversions (November to February; Ruffieux et al., 2006) (Fig. 10). In fact, the wood burning (and ethane) contributions were comparatively high in November 1993 and February 1994, which can be explained by low wind speed and temperature that prevailed during those months. For the wood burning source strengths, no significant difference between daily emission pattern on working and non-working days can be observed (also when the data of different seasons are analyzed separately). It has been suspected that wood is mainly used for private, supplementary room heating in winter (Lanz et al., 2008), which is not connected to working days.

It is interesting to note that the modeled maximum wood burning emission in winter (January 2006 vs. February 1994) decreased by less than a factor 1.5, while modeled annual emissions decreased by a factor of 2.0. Therefore, the decrease of wood burning VOCs mainly results from reduced emissions in spring, summer, and autumn, potentially caused by changes in agricultural and horticultural management.

3.5.3 Ethane and propane sources

The ethane (2005–2006) and propane (1993–1994 and 2005–2006) dominated factors generally exhibit a diurnal pattern different from other hydrocarbon sources, i.e. a bimodal daily cycle with maxima in the morning and late evening as found for fuel combustion (Sect. 3.5.1). In contrast, the diurnal patterns of the propane and ethane dominated factors are generally characterized by an early morning maximum and a mid-afternoon minimum, which was observed for measured methane as well. This behavior is shown for the 1993–1994 and 2005–2006 data in Fig. 11. Generally such a behavior is interpreted as accumulation during the night under a shallow inversion layer followed by reducing concentrations as the boundary layer expands during the morning and early afternoon (e.g. Derwent et al., 2000). Concentrations are therefore highest when the boundary layer is smallest and lowest when the boundary layer is highest. This implies that these emission rates must be reasonably constant between day and night. The medians between midnight and 04:00 a.m. (small traffic contribution) increase linearly for the propane and ethane factor, but also for measured methane in 2005–2006 (Fig. 11): an emission ratio for methane:“ethane”:“propane” of about 180:3:1 can be deduced. Natural gas leakage is an obvious candidate for the main urban source of these hydrocarbons, especially as a compositional ratio (per volume) of 190(±129):3.7(±0.8):1 (methane:ethane:propane) can be deduced for transported natural gas in Zurich (Erdgas Ostschweiz AG, Zurich, 2005/2006, unpublished data). These large uncertainties mainly reflect the variable gas mix, and might explain why gas leakage is represented by two factors rather than by one factor. Natural gas consumption in [GWh] increased by 50% from 1992 to 2005 in Switzerland; it is typically more than four times higher in winter than in summer, which would explain its correlation with SO$_2$. For the early data (1993–1994), the presence of ethyne (Fig. 6) and a weak bimodal daily cycle (Fig. 11) point to the possibility that the ethane
factor was then also influenced by incomplete combustion, possibly from residential (gas or oil) heating due to its yearly trend similar to that of wood burning (Fig. 10). It finally has to be noticed that factors 3 and 4 in both data sets predominantly explain the variability (>60%) of ethane and propane, respectively. The normalized loadings of other hydrocarbons than ethane and propane (e.g., butane in the “propane” factor from 2005–2006) do not represent their explained variability, but are, in other words, partially floating species within the mentioned factors.

Due to their relatively long atmospheric lifetimes (days to weeks), propane and ethane (also from other sources than gas leakage) tend to accumulate in the air. Therefore, we cannot completely rule out that the factors “ethane” and “propane” may also represent aged VOC emissions as suspected by Buzcu and Fraser (2006). However, given the seasonal and diurnal patterns of those factors (Fig. 10 and Fig. 11) the contribution of processed VOC source emissions can not be of a major importance. For aged and secondary organic aerosols (SOA) with similar lifetimes (days to weeks as the considered hydrocarbons) Lanz et al. (2007 and 2008) have calculated increasing concentrations in the early after-noon (due to elevated photochemical activity) and only a slight enhancement of their mean concentrations in the winter (5.3 \( \mu g \) m\(^{-3}\)) compared to summer (4.4 \( \mu g \) m\(^{-3}\)), as stronger accumulation and partitioning of volatile precursors outweigh less solar radiation in wintertime (Strader et al., 1999). Furthermore, ethane and propane concentrations reported for European background air exhibit different levels and time trends than the factors as calculated for the urban site here (also see Sect. 4). Firstly, the ethane factors, as an example, showed 3–8 times higher concentrations than reported for ethane in Finnish background air (Hakola et al., 2006). Note that ethane is decomposed faster at mid latitudes than in Polar air (due to the temperature dependence of the ethane-OH reaction rate constant and [OH] levels). Secondly, we estimated that ethane and propane dominated factors, most likely representing natural gas leakage, slightly decreased by a factor of 1.3 from 1993–1994 to 2005–2006, whereas background ethane and propane showed increasing trends between 1994 and 2003 (Hakola et al., 2006). We therefore conclude again that the hydrocarbon concentrations measured at the urban background of Zurich-Kaserne can not be significantly influenced by aged background air (also see Sects. 2.2.2 and 3.3.2).

3.5.4 Solvent usage

Acetates (belonging to the class of OVOCs) are commonly used solvents in industry (Legreid et al., 2007b). Also Niedo- jadlo et al. (2007) measured elevated acetate concentrations close to industries in Wuppertal (Germany). A strong correlation was found between the sum of acetates (methyl-, ethyl, and butyl-) measured during two campaigns in 2005–2006 and the calculated solvent factor for 2005–2006 (Fig. 12). Lower correlation of acetates in summertime \((R=0.61)\) than in wintertime \((R=0.70)\) is possibly due to secondary formation of acetates in the atmosphere, which is triggered by photochemistry. Further note that factor 2 was derived for two years of data; it nevertheless seems representative of weekly to daily variability of this hydrocarbon source.

3.6 Source contributions

Average source contributions as absolute concentrations [ppb] and relative [%] to the total mixing ratio of the 13 hydrocarbons were calculated for both data sets and summarized in Table 5.

3.6.1 Representativeness of the 13 hydrocarbons

The concentrations of the 13 hydrocarbons considered in this study accounted on average for 80–90% ppbC/ppbC of the sum of all 22 NMHC species measured at this site since 2005. Aromatic C\(_8\) hydrocarbons (m,p-xylene, o-xylene, and ethylbenzene) represent a major fraction of that difference, accounting for more than 6% of the total concentration [ppb] of the 22 NMHCs. They were not measured continuously in 1993 and 1994. A PMF analysis of the extended data set (2005–2006; comp. Sect. 3.3.1) revealed that those latter aromatics will be attributed to solvent use (60%), fuel combustion (30%), gasoline evaporation (5%), and wood burning (3%).

The 22 NMHCs plus the 22 oxidized VOCs compounds (~20%; measured during four seasonal campaigns in 2005 and 2006, Sect. 2.1.2) sum up to 78%-85% of the t-NMVOC concentrations (in ppbC) determined by FID. For the earlier

For most hydrocarbon sources (road traffic, solvent use, and wood combustion) decreasing contributions by a factor of 2–3 between 1993–1994 and 2005–2006 were modeled (Table 5 and Fig. 13). This trend is also reflected by the decline of t-NMVOC measurements (Fig. 1) and vice versa. However, for ethane and propane sources (mainly natural gas leakage), no such strong negative trend was found. In contrast, propane and ethane sources only decreased by a factor of 1.3 (but its consumption increased about 1.5 times). In Switzerland, steering taxes of about 2 Euro per kg VOC were enforced in 1998. They are based on a black list of about 70 VOC species (e.g. toluene) or VOC classes (e.g. aromatic mixtures). Unlike most VOCs used in or as solvents, propane and ethane are not part of the black list (VOCV, 1997). The relatively constant ethane and propane
Table 5. Summary of hydrocarbon (sum of 13 C₂ through C₇ species) source apportionments for both periods 1993–1994 and 2005–2006 and all factors. Factor grouping to classes of hydrocarbon sources.

<table>
<thead>
<tr>
<th>PMF factors</th>
<th>mean rel. contr. [%]</th>
<th>median contr. [%]</th>
<th>1. quart. [%]</th>
<th>3. quart. [%]</th>
<th>mean conc. [ppb]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2005–2006</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>factor 1</td>
<td>“gasoline evaporation”</td>
<td>13</td>
<td>13</td>
<td>8</td>
<td>18</td>
</tr>
<tr>
<td>factor 2</td>
<td>“solvents”</td>
<td>20</td>
<td>20</td>
<td>13</td>
<td>27</td>
</tr>
<tr>
<td>factor 3</td>
<td>“propane”</td>
<td>14</td>
<td>14</td>
<td>10</td>
<td>18</td>
</tr>
<tr>
<td>factor 4</td>
<td>“ethane”</td>
<td>21</td>
<td>19</td>
<td>13</td>
<td>27</td>
</tr>
<tr>
<td>factor 5</td>
<td>“wood burning”</td>
<td>16</td>
<td>15</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>factor 6</td>
<td>“fuel combustion”</td>
<td>13</td>
<td>13</td>
<td>9</td>
<td>17</td>
</tr>
<tr>
<td><strong>total explained mass conc.</strong></td>
<td><strong>97%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>average total conc.</strong></td>
<td><strong>13.2 ppb</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>factor 1</td>
<td>“gasoline evaporation”</td>
<td>15</td>
<td>13</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>factor 2a</td>
<td>“non-toluene solvents”</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>factor 2b</td>
<td>“toluene”</td>
<td>8</td>
<td>7</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>factor 3</td>
<td>“propane”</td>
<td>8</td>
<td>7</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>factor 4</td>
<td>“ethane”</td>
<td>17</td>
<td>15</td>
<td>9</td>
<td>23</td>
</tr>
<tr>
<td>factor 5</td>
<td>“wood burning”</td>
<td>17</td>
<td>17</td>
<td>12</td>
<td>22</td>
</tr>
<tr>
<td>factor 6</td>
<td>“fuel combustion”</td>
<td>11</td>
<td>11</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>factor 7</td>
<td>“earlier traffic source”</td>
<td>15</td>
<td>14</td>
<td>9</td>
<td>19</td>
</tr>
<tr>
<td><strong>total explained mass conc.</strong></td>
<td><strong>99%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>average total conc.</strong></td>
<td><strong>24.8 ppb</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Source groups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>2005–2006</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>factor 1, 6</td>
<td>road traffic</td>
<td>26</td>
<td>26</td>
<td>20</td>
<td>33</td>
</tr>
<tr>
<td>factor 2</td>
<td>solvent use</td>
<td>20</td>
<td>20</td>
<td>13</td>
<td>27</td>
</tr>
<tr>
<td>factor 5</td>
<td>wood burning</td>
<td>16</td>
<td>15</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>factor 3, 4</td>
<td>gas leakage</td>
<td>35</td>
<td>33</td>
<td>25</td>
<td>43</td>
</tr>
<tr>
<td><strong>1993–1994</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>factor 1, 6, 7</td>
<td>road traffic</td>
<td>40</td>
<td>38</td>
<td>26</td>
<td>50</td>
</tr>
<tr>
<td>factor 2a, 2b</td>
<td>solvent use</td>
<td>18</td>
<td>17</td>
<td>13</td>
<td>21</td>
</tr>
<tr>
<td>factor 5</td>
<td>wood burning</td>
<td>17</td>
<td>17</td>
<td>12</td>
<td>22</td>
</tr>
<tr>
<td>factor 3, 4</td>
<td>gas leakage</td>
<td>24</td>
<td>22</td>
<td>13</td>
<td>33</td>
</tr>
</tbody>
</table>
levels from gas leakage are in agreement with relatively constant methane concentrations measured in 1993–1994 and 2005–2006: ethane (1%–6%) and propane (∼1%) are minor components of natural gas, which predominantly consists of methane (>90%). On the other hand, methane has a lifetime of years and is emitted by other sources as well (e.g. incomplete combustion of fossil and non-fossil materials) and therefore no perfect correlation can be expected.

3.7.1 Traffic-related sources and solvent use

The EMEP (Cooperative Programme for Monitoring and Evaluation of the Long-range Transmission of Air Pollutants in Europe) emission inventory for Switzerland (1993 versus 2004) suggests that the most dominant VOC sources, i.e. solvent use (115×10⁶ kg or 55% of t-NMVOC in 1993) and road transport (63×10⁶ kg or 30% of t-NMVOC in 1993) decreased by a factor of two and three, respectively (Vestreng et al., 2006). Roughly the same relative decrease for road traffic and solvent use can be deduced from the data presented in Table 5 and Fig. 13. However, we estimate that traffic is still an important VOC emission source accounting on average for 40% ppb/ppb (1993–1994) and 26% ppb/ppb (2005–2006) of the total mixing ratio of the 13 hydrocarbons (or 43% µg m⁻³/µg m⁻³ and 27% µg m⁻³/µg m⁻³, respectively). In contrast, solvent usage contributed on average only to about 20% ppb/ppb (and about 5%–10% more if based on µg m⁻³/µg m⁻³) of the ambient levels of the 13 hydrocarbons measured at Zurich-Kaserne. For the 1993–1994 data Staehelin et al. (2001) (details in Sect. 3.4.2) have also found that road traffic contributes at least twice as much to ambient hydrocarbon concentrations than solvents, which
is in line with our findings. From the EMEP emission inventory for Switzerland, the emission ratio of “road transport” to “solvent and other production use” approximates 1:1.8 kg/kg (data for the year 1993; Vestreng et al., 2006), whereas a ratio of 2.2:1 ppb/ppb (or 1.7:1 µg m⁻³/µg m⁻³) road traffic:solvent use can be derived from our calculations. The fact that we did not include OVOC species can not account for this discrepancy, as OVOCs measured at Zurich-Kaserne amounted to ≲ 20% ppbC/ppbC of t-NMVOCs. In addition, a considerable fraction of ambient OVOCs quantified at Zurich-Kaserne is biogenic or secondarily formed (Legreid et al., 2007b). However, the comparability of the two approaches (emission inventory and receptor modeling) is limited by other instances, which are discussed in Sect. 4.

Vehicle emissions were limited by law since the 1980s, propagating the use of catalyst converters. Generally, road-traffic sources diminished by a factor of nearly three between 1993–1994 and 2005–2006 (Fig. 13). However, the fuel combustion factor (strongly influenced by diesel contributions) only decreased by a factor of 1.5. A full catalyst penetration for gasoline driven passenger cars has been enforced. For the diesel fleet, however, this is different and this might also explain the rather similar hydrocarbon fingerprint for the fuel combustion factor found in 1993–1994 and in 2005–2006 (Sect. 3.4). On the other hand, gasoline evaporation showed a decrease by a factor of 2.2. We can explain this reduction of evaporative loss by the introduction of vapor recovery systems at Swiss gasoline stations during the late 1990s.

Fig. 12. Scores of factor 2 (“solvent use”) and the sum of measured organic acetates (green) for the summer 2005 (bottom) and winter 2005/2006 (top). The sum of measured acetates comprises methylacetate, ethylacetate and butylacetate, measured during two campaigns.

Fig. 13. Bar chart showing the relative [%] and absolute [ppb] source contributions for 13 hydrocarbons at Zurich-Kaserne (urban background) for 1993–1994 and 2005–2006. Factors were grouped to source classes as listed in Table 5.

4 Conclusions

Underlying factors of two year-long data sets of 13 volatile hydrocarbons (C₂–C₇) were described by bilinear receptor modeling (PMF) and related to different source categories: gasoline and diesel fuel combustion, gasoline evaporation, solvent use, wood burning, and natural gas leakage. With different numbers of factors for the 1993–1994 (p=8) and 2005–2006 (p=6) data we accounted for the different emission situations prevailing in the two periods and thereby comparability between the factor analytical results was achieved. In contrast to a traditional CMB based analysis, no source profiles are imposed within the PMF approach to calculate the source activities, and the profiles are estimated as well. Consequently, we allowed for any changes in the nature and number of VOC source profiles, which obviously represents an advantage of an analysis based on PMF. We furthermore have provided evidence that yearly PMF factors are representative for short-term source variability (days to weeks) by comparing factor scores to tracer OVOCs (methyl-tert-butyl-ether and acetates). To our knowledge it was not reported before that the number of dominating emission sources changed over time, which is however plausible due to large emission reductions. The disappearance of a factor representing exhaust emissions of gasoline road traffic is in accordance with the measurements in a nearby road tunnel (Gubrist tunnel) showing the successful introduction of catalytic converters in the Swiss road traffic fleet.

The emissions of the 13 hydrocarbons from combustion sources (road traffic and wood burning) as well as solvent use decreased by a factor of two to three, while factors that mostly represent natural gas leakage remained at relatively constant levels between 1993–1994 and 2005–2006. This general result is in line with conclusions drawn by Dollard et al. (2007) for similar sites (urban background) in the United
Kingdom: while ethane concentrations pointing to natural gas leakage remained at constant levels between 1993 and 2004, a yearly decrease by −15% and −28% could be observed for vehicle exhaust tracing ethene and propene, respectively. A decrease of road traffic emissions by a factor of 2.8 during 12 years as estimated in this study is therefore also in line with findings from other European urban background locations. Note that the loss of natural gas relative to its transported amount also decreased by more than a factor of two as its consumption increased by 50% between 1992 and 2005.

In agreement with Niedojadlo et al. (2007; CMB analysis of ambient hydrocarbons in a German city), we also found that there is inconsistency between national emission inventories (such as the EMPE inventory; Vestreng et al., 2006) and source apportionment based on multivariate receptor modeling: according to emission inventories, solvent use is a more important VOC source than road traffic, but the opposite is concluded from the receptor models. We hypothesize that solvent VOCs used for industrial purposes have been being substituted by less toxic and oxidized VOCs for the last 30 years. In fact, oxidized compounds make up more than 80% of Switzerland’s imported solvent VOCs nowadays (R. Weber, FOEN, personal comm.). However, the fact that a certain amount of VOCs used in solvents are oxidized species (which are not covered in this study) is not sufficient to explain the disagreement between bottom-up (i.e. emission inventories) and top-down approaches (i.e. modeling sources from field measurements); the OVOCs’ apportioned share in ambient t-NM VOC is too low (≤20% ppbC/ppbC) and, additionally, a major fraction of these OVOCs in turn could be related to biogenic release, secondary formation and combustion sources (Legreid et al., 2007b). More importantly, this comparison is inherently difficult as emission inventories provide average data valid on a national scale, while the spatial representativeness of data from a single measurement site is typically much smaller. Many city centers in Europe and North-America today predominantly harbor service sectors, while manufacturing industries moved to suburban or remote places, which means that Zurich might be biased towards traffic emissions. Correspondingly, we can expect that VOCs used as solvents for industrial purposes are more likely to be lost (due to degradation, interception, etc.) during transport from source to the urban receptor site, explaining the more prominent importance of solvent sources reported in national emission inventories. A minor issue is the reduced transmission efficiencies for long-chained and oxidized hydrocarbons that may adsorb on the surface of the inlet tubes to a greater extent. It should further be noted that source categories in emission inventories may not fully match the source groups represented by PMF factors in all cases, adding uncertainty to this comparison as well. Future applications of the presented approach to data from more industrialized regions are expected to clarify the differences between the results obtained by the two methodologies.

Acknowledgements. The OVOC measurements were supported by the Swiss Federal Office for the Environment (FOEN). We thank U. Lohmann (ETH), A. Prévôt (PSI), H. Hellén (FMI) and R. Weber (FOEN) for their critical comments and suggestions which improved this paper. The earlier hydrocarbon data were provided by AWEL (Kanton Zurich’s Department for Waste, Water, Energy, and Air). The current VOC data are measured within the National Air Pollution Monitoring Network (NABEL). Many thanks to Bo Larsen, Stéphane Sauvage, and an anonymous referee.

Edited by: J. Abbatt

References


Nel, A.: Air pollution-related illness: effects of particles, Science,
308, 804–806, 2005.
Niedojadło, A., Becker, K. H., Kurtenbach, R., and Wiesen, P.: The
contribution of traffic and solvent use to total NMVOC emission
in a German city derived from measurements and CMB mod-
Olson, M.: Wheat straw and neat fuel pellets - organic compounds
Paatero, P. and Tapper, U.: Positive matrix factorization: a non-
negative factor model with optimal utilization of error estimates
Paatero, P.: Least squares formulation of robust non-negative factor
Paatero, P.: User’s guide for positive matrix factorization programs
PMF2 and PMF3, part 1: tutorial, University of Helsinki, Fin-
graphical diagnostic method for assessing the rotation in factor
analytical models of atmospheric pollution, Atmos. Environ., 39,
Poulopoulos, S. and Philippopoulos, C.: Influence of MTBE addi-
tion into gasoline on automotive exhaust emissions, Atmos. En-
Primerano, P., Marino, G., Di Pasquale, S., Mavilia, L., and
Corigliano, F.: Possible alteration of monuments caused by par-
cicles emitted into the atmosphere carrying strong primary acidity,
Ruffieux, D., Nash, J., Jeannet, P., and Agnew, J. L.: The COST
720 temperature, humidity, and cloud profiling campaign: TUC,
Schauer, J. J., Rogge, W. F., Hildemann, L. M., Mazurek, M. A.,
and Cass, G. R.: Source apportionment of airborne particulate
matter using organic compounds as tracers, Atmos. Environ., 30,
3837–3855, 1996.
Seinfeld, J. H. and Pandis, S. N.: Atmospheric chemistry and
Staehelin, J., Keller, C., Stahel, W., Schläpfer, K., and Wunderli, S.: Emission factors from road traffic from a tunnel study (Gubrist
tunnel, Switzerland), Part III: Results of organic compounds,
SO2, and speciation of organic exhaust emission, Atmos. Envi-
Staehelin, J., Locher, R., Mönkeberg, S., and Stahel, W. A.: Con-
tribution of road traffic emissions to ambient air concentrations
of hydrocarbons: the interpretation of monitoring measurements
in Switzerland by Principal Component Analysis and road tunnel
organic aerosol formation in winter, Atmos. Environ., 33, 4849–
4863, 1999.
Theloke, J. and Friedrich, R.: Compilation of a database on the
composition of anthropogenic VOC emissions for atmospheric
Vestreng, V., Rigler, E., Adams, M., Kindbom, K., Pacyna, J. M.,
Denier van der Gon, H., Reis, S., and Travník, O.: Inventory
review 2006, Emission data reported to LRTAP and NEC Direc-
tive, Stage 1, 2 and 3 review and Evaluation of inventories of
HM and POPs. EMEP/MSC-W Technical Report 1/2006 ISSN
Wählín, P.: COPREM – A multivariate receptor model with a phys-
WHO: Benzene (Environmental Health Criteria, No. 150), Geneva,
Winchester, J. W. and Nifong, G. D.: Water pollution in Lake
Michigan by trace elements from pollution aerosol fallout, Water
Zhao, W., Hopke, P. K., and Karl, T.: Source Identification of
volatile organic compounds in Houston, TX, Environ. Sci. Tech-