Wildfire particulate matter in Europe during summer 2003: meso-scale modeling of smoke emissions, transport and radiative effects
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Abstract. The present study investigates effects of wildfire emissions on air quality in Europe during an intense fire season that occurred in summer 2003. A meso-scale chemistry transport model CHIMERE is used, together with ground based and satellite aerosol optical measurements, to assess the dispersion of fire emissions and to quantify the associated radiative effects. The model has been improved to take into account a MODIS-derived daily smoke emission inventory as well as the injection altitude of smoke particles. The simulated aerosol optical properties are put into a radiative transfer model to estimate (off-line) the effects of smoke particles on photolysis rates and atmospheric radiative forcing. We have found that the simulated wildfires generated comparable amounts of primary aerosol pollutants (130 kTons of PM$_{2.5}$, fine particles) to anthropogenic sources during August 2003, and caused significant changes in aerosol optical properties not only close to the fire source regions, but also over a large part of Europe as a result of the long-range transport of the smoke. Including these emissions into the model significantly improved its performance in simulating observed aerosol concentrations and optical properties. Quantitative comparison with MODIS and POLDER data during the major fire event (3–8 August 2003) showed the ability of the model to reproduce high aerosol optical thickness (AOT) over Northern Europe caused by the advection of the smoke plume from the Portugal source region. Although there was a fairly good spatial agreement with satellite data (correlation coefficients ranging from 0.4 to 0.9), the temporal variability of AOT data at specific AERONET locations was not well captured by the model. Statistical analyses of model-simulated AOT data at AERONET ground stations showed a significant decrease in the model biases suggesting that wildfire emissions are responsible for a 30% enhancement in mean AOT values during the heat-wave episode. The implications for air quality over a large part of Europe are significant during this episode. First, directly, the modeled wildfire emissions caused an increase in average PM$_{2.5}$ ground concentrations from 20 to 200%. The largest enhancement in PM$_{2.5}$ concentrations stayed, however, confined within a 200 km area around the fire source locations and reached up to 40 $\mu$g/m$^3$. Second, indirectly, the presence of elevated smoke layers over Europe significantly altered atmospheric radiative properties: the model results imply a 10 to 30% decrease in photolysis rates and an increase in atmospheric radiative forcing of 10–35 W m$^{-2}$ during the period of strong fire influence throughout a large part of Europe. These results suggest that sporadic wildfire events may have significant effects on regional photochemistry and atmospheric stability, and need to be considered in current chemistry-transport models.

1 Introduction

1.1 Fires over Europe

During summer 2003 Europe experienced a severe heat wave episode associated with extremely hot and dry weather conditions (Luterbacher et al., 2004), which resulted in a number of exceptionally large wildfires over the Iberian Peninsula and the Mediterranean coast (Barbosa et al., 2004). The most intense fire activity occurred during the first half of August and, according to our estimates, could have generated more than 100 kTons of primary PM$_{2.5}$ (particles smaller than 2.5 microns in diameter), which is comparable to the total amount of PM$_{2.5}$ anthropogenic emissions in Western Europe (14° W:25° E, 35° N:58° N) for the same period. As the occurrence of such extreme wildfire episodes is expected to increase with future climate warming (Schär et al., 2004; Meehl and Tebaldi, 2004), understanding and quantifying
their impact on regional air quality constitutes one of the current scientific challenges.

1.2 Impact of fires on atmospheric properties

Wildfire emissions have been recognized to significantly modify atmospheric chemistry and radiative properties (e.g. Wotawa and Trainer, 2000) by releasing in the atmosphere large amounts of particulate matter (PM) and ozone precursor gases such as nitrogen oxides (NOx), volatile organic compounds (VOC) and carbon monoxide (CO). Recent studies (e.g. references within IPCC, 2007) suggest that direct and indirect radiative effects of biomass burning aerosols play a significant role in the Earth’s radiative balance and represent one of the largest sources of uncertainty in future climate scenarios. Moreover, wildfires contribute strongly to the impairment of air quality at regional and local scales by increasing particulate concentrations and constitute a serious threat for human health (e.g. Bowman and Johnston, 2005). Pollution episodes associated with wildfire emissions have been observed worldwide. Recently, Phuleria et al. (2005) reported an enhancement by a factor of 3–4 in PM10 concentrations in the Los Angeles basin associated with the southern California wildfires that occurred in October 2003. Large modifications in aerosol optical properties were observed over the Mediterranean basin (Pace et al., 2005) and Northern Europe (Hodzic et al., 2005a) during August 2003, resulting from the intense fire activity in Portugal. Pace et al. (2005) estimated that the presence of elevated smoke layers over the Mediterranean basin during this period caused an increase in heating rates up to 2.8 K/day and could have enhanced the atmospheric stability contributing to the maintenance of the summer 2003 heat-wave. Wildfire emissions from regions as remote as Russia and Canada were also demonstrated to significantly affect aerosol optical properties over Europe through high-altitude transport of smoke particles (Damoah et al., 2004; Müller et al., 2005). Lofted aerosol layers associated with these fire events were observed to have increased aerosol backscatter and extinction values by a factor of 4–5 (Mattis et al., 2003; Müller et al., 2005). Although smoke particles can significantly alter regional chemistry and atmospheric radiative forcing, aerosol emissions from wildfires and their effects on air quality are rarely taken into account in air quality models (e.g. Seigneur 2005; Hodzic et al., 2005). Until recently, modeling efforts to include wildfire emission in chemistry-transport model (CTM) simulations and air quality forecasting were limited to regional climate models (e.g. IPCC, 2007) and we are only aware of a few studies that examined the impact of fire emissions on air quality in the United States (Poulset al., 2005; Wang et al., 2006). The inclusion of emission and transport processes of smoke aerosols in current CTMs is not only important to address the impact of sporadic wildfire emissions, but is essential to address the air quality issues in developing mega-cities where biomass burning from both agricultural and wildfire origin can dominate local emissions (e.g. Mexico City).

1.3 Challenge of modeling fires: parameterizations and uncertainties

To accurately simulate smoke transport in the atmosphere and to quantify its radiative impact in meso-scale models, the fire emissions and their transport patterns need to be accurately estimated. This is a challenging task (Giglio et al., 2006) because of the large uncertainties that lie in the detection of fire sources and their spatial and temporal variability, the knowledge of emission factors related to the vegetation cover, and the determination of the vertical distribution of buoyant smoke plumes.

In recent years, remote sensing has been widely used to detect fire sources and to derive the area burned. Long-term observations of active fires are available from several satellite sensors in near real-time. The most commonly used fire products are provided by the Geostationary Operational Environmental Satellite Wildfire Automated Biomass Burning Algorithm (GOES-ABBA, Prins et al., 1998), the Along-Track Scanning Radiometer (ATSR, Arino and Rosaz, 1999) and the Moderate Resolution Imaging Spectroradiometer (MODIS, Justice et al., 2002). Although these fire count products provide an accurate spatial distribution of fires along the satellite overpass, large uncertainties remain in the determination of the actual area burned and of fire intensity, resulting from limited temporal and spatial sampling, and variability in fuel conditions and cloud cover (Giglio et al., 2006). By comparing model-simulated aerosol concentrations with ground-based observations (bottom-up approach) Wang et al. (2006) have shown that satellite-derived smoke emissions over Central and Northern America can be underestimated up to 70%.

In addition to these uncertainties, the traditional wildfire modeling approach applied in global-scale models (e.g. Park et al., 2003; Myhre et al., 2003) is also questionable. It relies on constant monthly or seasonally averaged smoke inventories, which are insufficient to describe day-to-day variations in the wildfire activity. Furthermore, fire emissions are usually distributed uniformly within a few layers close to the surface (typically <2 km), and therefore the thermal updraft of smoke plumes that determines the vertical distribution of fire emissions is not taken into account. In order to accurately characterize the sporadic wildfire emission events and their effects on local pollutant levels, air quality models require highly resolved (daily or hourly) smoke emissions and specific parameterizations to determine the injection altitude of fire emissions.

1.4 Main goals of this paper

Hodzic et al. (2006a) reported large inconsistencies in predicted aerosol concentrations and optical properties over
Europe during summer 2003 caused by unaccounted emissions from wildfires. The present study extends this work by developing a new modeling framework that includes wildfire emissions and their effect on air quality. The objective of the paper is twofold: First, a simple parameterization of smoke emission and transport is presented and evaluated with observations; Second, the effects of smoke emissions on air quality in Europe are examined during the summer 2003 fire season, including both the direct impact on ground concentration of pollutants and the indirect impact on photolysis rates and atmospheric radiative forcing. To achieve these goals the meso-scale chemistry-transport model CHIMERE is used, modified to include the daily smoke emission inventory derived from satellite data (Wiedinmyer et al., 2006) and to simulate the injection and transport of smoke particles. The accuracy of satellite-derived smoke emissions is assessed by comparing the simulated aerosol concentrations and optical thicknesses with available ground-based and satellite observations. The simulated aerosol optical properties have also been integrated into the radiative transfer model TUV (Tropospheric Ultraviolet Visible; Madronich, 1987), to estimate the radiative effects of smoke particles. The study is performed over a 3-month time period, from June to September 2003, and illustrates how wildfire emissions can influence the distribution and abundance of aerosols and ozone in Europe.

The paper is structured as follows. A brief description of smoke emission inventory and measurement datasets is given in Sect. 2. Section 3 describes the model configuration and improvements with regard to wildfire simulations. Section 4 provides an overview of the smoke emission and transport patterns during summer 2003. Modeling results are analyzed and effects of smoke emissions on aerosol concentrations, optical properties and photolysis rates are quantified. Conclusions are summarized in Sect. 5.

2 Wildfire emissions and aerosol datasets

The area of interest in this study covers Western Europe and the Western Mediterranean basin (see Fig. 1). The datasets used in this study to assess model simulations include: (1) a daily fire emission inventory for particulate matter derived from the MODIS Thermal Anomalies product (Wiedinmyer et al., 2006), (2) aerosol optical thicknesses provided by ground-based AERONET stations and derived from MODIS and POLDER satellite sensors, and (3) lidar backscattering profiles measured at the Cabauw station (5° E, 52° N), the Netherlands.

2.1 Fire emission inventory

In this study, daily fire emissions of particulate matter and their locations during summer 2003 in Europe were estimated using a methodology similar to the one described by Wiedinmyer et al. (2006). Briefly, the information required to estimate emissions from fires includes (i) the location and date of the fire event, (ii) the area burned, (iii) the fuel loading factors (mass of biomass per area), (iv) the combustion efficiency, or the fraction of biomass fuel burned, and (v) the emission factors (mass of species emitted per mass of biomass burned). For this study, these parameters have been determined by combining data available from several satellite products.

(i) Detection of the fire activity, including fire location and time period, is provided by the MODIS Fire and Thermal Anomalies Product (Giglio et al., 2003). This algorithm uses the thermal observations provided by the MODIS sensor onboard Aqua and Terra satellites, which detect the strong emission of mid-infrared radiation from fires.

(ii) The maximum burned area for each identified “fire pixel” is assumed to be equal to 1 km² (satellite resolution). This value is scaled according to the amount of bare ground cover also identified at the fire location, as assigned by the MODIS Vegetation Continuous Fields product (Hansen et al., 2003).

(iii) The land cover type at each fire location was identified by the MODIS Land Cover Type product (http://edcdaac.usgs.gov/modis/mod12q1v4.asp). The identified IGBP land cover classifications are further assigned to 5 generic land cover types (boreal forest, temperate forest, tropical forest, woody savanna, grasslands and savanna, and croplands). Fuel loadings were assigned to each land cover type based on the regional location and the land cover type according to Hoezelmann et al. (2004).

(iv) The burn efficiency for each fire was assigned as a
function of the land cover type (Hoezelmann et al., 2004).

(v) Emission factors were assigned to each fire location based on Andreae and Merlet (2001) and references within Wiedinmyer et al. (2006). The emission factors for PM$_{2.5}$ vary from 4.9–13 kg species Mg$^{-1}$ biomass burned.

The estimation of fire emissions as outlined here contains significant uncertainties. Wiedinmyer et al. (2006) provide a detailed discussion of those uncertainties. These include missing fire detections due to cloud cover or the timing in the satellite overpasses, an assumed burned area and burn efficiencies, and uncertainties associated with the fuel loading and emission factors. Additionally, each fire pixel identified is assumed to be a single fire. These assumptions and inherent uncertainties in the emissions estimation process can lead to uncertainties in the estimates of up to a factor of 2. However, comparisons with other available emissions inventories (i.e. van der Werf et al., 2006) show that these estimates are within 50% of other estimates for most emitted species.

The daily estimated fire emissions are produced with 1 km spatial resolution. For the purposes of this study, the emissions have been integrated over the CHIMERE regional 0.5°×0.5° longitude-latitude grid.

2.2 Remotely sensed data

2.2.1 AERONET ground-based measurements

The aerosol optical thicknesses used in this study are measured by ground-based CIMEL Sun photometers as part of AErosol RObotic NETwork (AERONET, Holben et al., 1998; considered stations are displayed on Fig. 1). The Sun photometer instrument performs measurements of the optical thickness at several wavelengths in the visible spectrum. Data are corrected for cloud contamination. For this study, we use level-2 optical thickness data at 532 nm and Ångström exponent coefficients derived from the 440 and 670 nm channels.

2.2.2 Satellite data

In addition to the ground-based measurements, AOT data retrieved from the Moderate Resolution Imaging Spectroradiometer (MODIS; Remer et al., 2005) and the Polarization and Directionality of the Earth’s Reflectance (POLDER; Deschamps et al., 1994) sensors are also used to assess the model results.

The MODIS nadir-view sensor aboard NASA’s Terra and Aqua satellites make measurements in 36 discrete spectral bands for a variety of cloud, aerosol, and surface-related variables at the local overpass times of 10:30 LT and 13:30 LT, respectively. In this study, we analyze the aerosol optical depths at 550 nm provided by the Aqua MODIS MYDATML2 “joint product” data files (Level 2), which are archived at a spatial resolution of 10×10 km$^2$. The MODIS look-up table retrieval of AOT at 550 nm uses channels in the wavelength range from 470 to 2100 nm which provide spectral information about aerosol optical properties and underlying surface characteristics (Kaufman et al., 1997). Different retrieval procedures are followed over ocean and land, and uncertainties range within ±0.05 AOT± 0.03 over the ocean and ±0.20 AOT±0.05 over land (Ichoku et al., 2005).

The POLDER sensor aboard the Advanced Earth Observation Satellite (ADEOS-2) is a wide field of view imaging radiometer that provides instantaneous measurements of spectral, directional and polarized radiance in the visible domain over land and oceans with local overpass time around 10:30 LT. Description of the aerosol optical properties retrieval method from POLDER over land and ocean surfaces can be found in Hodzic et al. (2006a) and references therein. In this study, we use the POLDER Level-2 AOT data at 865 nm and Ångström exponent coefficients derived from AOT at 670 and 865 nm, corresponding to fine mode aerosol (radius less than 0.6 µm) and including anthropogenic and smoke aerosols. Moreover, non spherical particles, such as desert dust, are not detected by POLDER sensor because they polarize the natural light 5–10 times less than anthropogenic aerosols in the scattering angles used for the retrieval (Hodzic et al., 2006a). Data are corrected for cloud contamination.

Satellite-derived AOTs are column integrated quantities that have limited information on the aerosol chemical composition and vertical distribution, making it difficult to compare observed and modeled AOT values, in particular in the presence of multiple types of aerosols in the atmospheric column. In addition, satellite AOT retrievals can be subject to large errors due to cloud contamination and surface reflection corrections. Recently, Wang et al. (2006, and references therein) have reported that MODIS-derived AOT can be an overestimate in some cases of 0.1 to 0.3 in the presence of thin cirrus clouds, while Hodzic et al. (2006a) have shown that POLDER-derived AOT over Europe can be a factor of two lower than the Sun-photometer AOT measurements over land. Given the uncertainties both in satellite and model retrievals of aerosol optical properties, the satellite-derived AOTs are primarily used to evaluate qualitatively the ability of the CHIMERE model to reproduce the spatio-temporal distributions of AOTs over Europe. For all model/observation comparisons, we average satellite data over each cell of the CHIMERE regional 0.5°×0.5° longitude-latitude grid.

3 Chemistry-transport model and simulations

3.1 Base model configuration

In this study, atmospheric aerosols are simulated using a regional version of the chemistry-transport model CHIMERE that calculates the concentrations of both inorganic and organic aerosols, of primary and secondary origin, including primary particulate matter, mineral dust, sulfate, nitrate,
ammonium, secondary organic species and water. The aerosol population is represented using a sectional approach, considering 11 size bins geometrically spaced from 10 nm to 20 µm diameter and particles internally mixed in each size section. The primary dynamical processes influencing the aerosol growth, such as nucleation, coagulation or condensation of semi-volatile species are accounted for in the model, as well as dry and wet deposition of particles. The model has been applied in numerous scientific studies and a detailed description of its parameterizations and performance in simulating aerosols over Europe can be found in previous papers (Bessagnet et al., 2004; Hodzic et al., 2005, 2006b). The model documentation is also available on-line http://euler.lmd.polytechnique.fr/chimere.

In this study, the model is applied over the domain covering Western Europe and the Western Mediterranean basin (Fig. 1), with a 0.5 degree horizontal resolution and 14 sigma-pressure vertical layers ranging from the ground up to 500 hPa. The model inputs, including meteorological fields, anthropogenic emissions and boundary conditions, are identical to those used by Hodzic et al. (2006a).

For the purposes of this study, the CHIMERE model has been improved to account for the emissions, long-range transport and radiative impact of smoke particles. The corresponding parameterizations are described in the following sections.

3.2 Modeling the smoke emissions and their transport

The introduction of wildfire emissions into a chemical transport model requires parameterizations to specify their chemical composition and size distribution, and to correctly distribute the emissions into the various model layers.

3.2.1 Chemical composition

Wildfire-emitted carbonaceous particles contain hundreds of individual organic compounds (>70% of PM$_{2.5}$ mass; Hays et al., 2002) whose formation and evolution processes are complex and not fully understood. It is commonly recognized (e.g. Reid et al., 1998) that freshly emitted particles undergo rapid changes within the first hour after their emission as they dilute from a high-temperature environment into the cooler ambient atmosphere and grow by condensation and coagulation with existing background particles (Fiebig et al., 2003). During their aging process, several secondary organic components are formed and the mixing state of the aerosol shifts from external to internal mixture. As in previous studies (e.g. Park et al., 2003; Wang et al., 2006) we assume that the satellite-derived smoke emissions represent aged smoke particles. Therefore, we neglect the secondary organic aerosol formation and smoke aging processes, and consider smoke particles internally mixed in the model. Moreover, we consider the fire-emitted aerosol species as primary particulate matter (PPM) as the chemical speciation (into organic and black carbon) is not available in the inventory. Aerosol species emitted by wildfires undergo the same physical processes as the other modeled aerosol components, including advection, coagulation, condensation, and dry and wet deposition (Bessagnet et al., 2004).

3.2.2 Size distribution

Forest fires produce mainly fine-mode particles with approximately 80–90% of their mass in the accumulation mode (<1 µm in diameter) and a small fraction of coarse mode ash particles (2–20 µm). The size of fire-emitted particles depends on the burning conditions (burnt material, combustion efficiency, stages of combustion) and chemical and physical transformations that occur along the transport path of the smoke plume. It is well established (e.g. Ferek et al., 1998) that biomass burning at higher temperature (flaming fires) typically produces smaller particles than smoldering fires. The values commonly reported in the literature (Fiebig et al., 2003 and references therein) for fresh smoke indicate aerosol volume median diameters in the 0.2–0.3 µm range with the associated geometric standard deviation of 1.5–1.9. Recent studies (e.g. Eck et al., 2003) have reported values as large as 0.4 µm in aged smoke resulting from aging processes or originating from smoldering fires that produce larger and more hygroscopic particles. In the model, smoke emissions are distributed according to a bimodal lognormal distribution with a fine mode centered on 0.25 µm mean diameter (1.6 geometric standard deviation) and a coarse mode centered on 5 µm mean diameter (1.4 geometric standard deviation).

3.2.3 Injection altitude

In comparison to other anthropogenic emissions, large forest fires can generate smoke plumes with very large vertical extent due to the release of heat in the combustion process (Trentmann et al., 2006). For example, smoke plumes of Russian forest fires have been observed in the free troposphere and have traveled around the world (Damoah et al., 2004). Determining the correct injection height of emissions is essential since transport and deposition processes are very sensitive to altitude: transport of particles is more efficient in stable free tropospheric layers that are characterized by stronger winds. To account for the buoyancy associated with fires in the chemistry-transport models, fire emissions are commonly distributed within the PBL or in a few layers close to the surface rather than simply at the surface (e.g. Wang et al., 2006). Although the low altitude injections can be applied to most fire events, it has been shown (Damoah et al., 2004) that for large fires such as the ones that occurred in Portugal in August 2003 the emissions need to be injected into the upper troposphere where they can be transported over long distances. In our previous study (Hodzic et al., 2006a) the injection altitude of Portuguese forest fires was estimated as 3–5 km above ground.
Table 1. Diurnal profiles used to distribute wildfire emissions. Source WRAP, 2005.

<table>
<thead>
<tr>
<th>Hour</th>
<th>% Per Hour</th>
<th>Hour</th>
<th>% Per Hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.43</td>
<td>13</td>
<td>14.00</td>
</tr>
<tr>
<td>2</td>
<td>0.43</td>
<td>14</td>
<td>17.00</td>
</tr>
<tr>
<td>3</td>
<td>0.43</td>
<td>15</td>
<td>14.00</td>
</tr>
<tr>
<td>4</td>
<td>0.43</td>
<td>16</td>
<td>12.00</td>
</tr>
<tr>
<td>5</td>
<td>0.43</td>
<td>17</td>
<td>9.00</td>
</tr>
<tr>
<td>6</td>
<td>0.43</td>
<td>18</td>
<td>6.00</td>
</tr>
<tr>
<td>7</td>
<td>0.43</td>
<td>19</td>
<td>3.00</td>
</tr>
<tr>
<td>8</td>
<td>0.43</td>
<td>20</td>
<td>0.43</td>
</tr>
<tr>
<td>9</td>
<td>0.43</td>
<td>21</td>
<td>0.43</td>
</tr>
<tr>
<td>10</td>
<td>3.00</td>
<td>22</td>
<td>0.43</td>
</tr>
<tr>
<td>11</td>
<td>6.00</td>
<td>23</td>
<td>0.43</td>
</tr>
<tr>
<td>12</td>
<td>10.00</td>
<td>24</td>
<td>0.43</td>
</tr>
</tbody>
</table>

The injection height is related to the flaming intensity of the fire and can be estimated based on fire characteristics (such as the fire size or temperature) and atmospheric conditions. In this study, we use a simplified approach adapted from the WRAP method (Western Regional Air Partnership method, WRAP, 2005) in which the bottom \((H_{\text{bot}})\) and top \((H_{\text{top}})\) altitudes of the fire plume are calculated as a function of the fire buoyant efficiency \((BE)\):

\[
\begin{align*}
H_{\text{top}} &= (BE)^2 \times H_{\text{max}} \\
H_{\text{bot}} &= (BE)^2 \times H_{\text{min}}
\end{align*}
\]

where \(H_{\text{max}}\) and \(H_{\text{min}}\) have been fixed to 6000 and 3000 m respectively.

The main modification of the WRAP method concerns the calculation of the buoyant efficiency that is derived from the fire brightness temperature \((T_b)\) in K instead of the burned acres:

\[
BE = 0.0017 \times T_b + 0.08
\]

Indeed, the actual fire size is not accurately estimated using the method described previously, as each fire pixel is assumed to be a single fire. The brightness temperature is the temperature from the Planck function that equates to the area averaged radiance of the fire and the background; therefore it is reasonable to assume that there is a proportional relationship between this “pixel integrated radiance” (and the equivalent brightness temperature) of the fire pixel and the actual fire size, as long as fires have the same combustion temperature (e.g. during flaming stage).

The calculation of the buoyant efficiency \((BE)\) has been adjusted, so that it gives similar results as the WRAP method for several large fires that occurred in Portugal \((T>480\,K\) and size \(>12,350\,ha)\). Typical values for \(BE\) range from 0.5 for small fires to 0.95 in the presence of large fires. Moreover, when the fire pixels represent more than \(10\times10\,km^2\) \((10,000\,ha,\) indicator of a large fire) within the model grid cell we assume that the fire brightness temperature is equal to the highest one within the grid.

The total fire emissions are also split into (i) the smoldering part: distributed into the layers below the plume bottom, and (ii) the remaining part: distributed into the layers between the plume bottom and plume top. The smoldering fraction \(S_{\text{frac}}\) is determined from the fire temperature using the following relation:

\[
S_{\text{frac}} = 1 - BE
\]

In our study, the smoldering fraction is uniformly distributed into the layers below the plume bottom rather than placed only in the first model layer as assumed in WRAP (2005). This approach avoids the discontinuity in the vertical distribution of fire emissions between various model layers. In order to allow computationally efficient simulations, the calculation of the injection altitude is performed only in the presence of large fires (with a brightness temperature greater than 340 K) that are likely to create pyroconvection. Fire emissions due to small fires are uniformly distributed within the planetary boundary layer.

3.2.4 Diurnal cycle of fire emissions

Vertical distribution of smoke aerosols varies considerably with the vertical mixing and the diurnal variation of smoke emissions. Several studies based on satellite and in-situ measurements (e.g. Eck et al., 2003; WRAP, 2005) have suggested that biomass burning exhibits a pronounced diurnal cycle with peak emissions during early afternoon (12–14 h local time) and very low emissions during the night. The daily emission inventory derived from the MODIS polar-orbiting satellite does not provide hourly emission because it passes over the same region only twice per day. Therefore, in order to test the sensitivity of model simulations to the diurnal variability of fire emissions, the WRAP diurnal profile is applied (Table 1). Sensitivity of the modeling results to the diurnal variability of wildfire emissions is assessed in Sect. 4.2.4.

3.3 Aerosol optical properties

To determine aerosol optical thicknesses and radiative effects of smoke particles, aerosol optical properties including mass extinction coefficients, single scattering albedo and asymmetry factors need to be calculated. They are computed from model outputs following the method described by Hodzic et al. (2004). Given the simulated aerosol size distribution and mass concentrations, the aerosol optical thickness is calculated using Mie-theory extinction coefficients which depend on the aerosol refractive indexes and their hygroscopic properties. The effects of the relative humidity on aerosol optical properties have been accounted for through the calculation of refractive index using Hänel’s parameterization (Hänel, 1976).
The simulated aerosol optical properties were also integrated into a radiative transfer model TUV (Tropospheric Ultraviolet Visible; Madronich, 1987) to estimate the radiative effects of smoke particles (see Sect. 4.3).

### 3.4 Experiment design

In this study, CHIMERE model simulations are performed from 1 June to 30 September 2003 over the European domain (Fig. 1). Three model runs are carried out and they differ only in the treatment of wildfire emissions. The first simulation (referred to as the REF run) does not account for smoke emissions and is considered the reference case since it has been studied extensively and evaluated in a previous paper (Hodzic et al., 2006a). The second simulation (referred to as the FIRE run) includes the daily MODIS-retrieved baseline emissions and calculates the injection altitude of large fires as described in Sect. 3.2.3. The third simulation (referred to as the H_FIRE run) uses hourly emissions derived from daily MODIS baseline emissions in order to examine the impact of the emission temporal resolution on the transport of smoke. The hourly smoke emissions are constructed by applying WRAP daily profiles (WRAP, 2005). Finally, the impact of aerosol wildfire emissions on atmospheric chemical and optical properties is assessed by comparing the simulations with and without fire emissions. The model/satellite comparisons are performed in clear sky conditions and satellite data are averaged over each cell of the CHIMERE regional 0.5° × 0.5° longitude-latitude grid. The model outputs are taken at 12:00 UTC close to the satellite overpass time over Europe.

### 4 Results and discussion

In this section, we first present the smoke emission estimates and the smoke optical signature over Europe from 1 July to 30 September, 2003, henceforth summer 2003 (Sect. 4.1). The ability of the CHIMERE model to correctly reproduce optical properties of smoke aerosols is assessed in Sect. 4.2, using the corresponding ground-based and satellite observations. The comparison mainly focuses on the major wildfire event of 3–7 August 2003, during which many satellite measurements are available in cloud-free conditions. In order to facilitate the comparison, satellite data are averaged over the exact CHIMERE model grid cells. After the comparison, we also evaluate the impact of wildfire emissions on aerosol ground concentrations in both the emissions source region and downwind region (Sect. 4.3). The radiative feedbacks of wildfire aerosols and their impact on air quality modeling are evaluated and discussed in Sect. 4.4.

#### 4.1 Smoke emissions and their optical signature

##### 4.1.1 Wildfire emission estimates

During summer 2003 Southern Europe experienced one of the most severe fire seasons of the last several decades (Barbosa et al., 2004). Extremely dry weather conditions resulted in a number of exceptionally large wildfires especially in the Iberian Peninsula and the Western part of the Mediterranean basin. Figure 2 shows the distribution of total fire emissions estimated with the MODIS satellite for the summer time period. The figure indicates that the major emission sources were located in Central and Southern Portugal, Southern France, Italy and the Eastern Adriatic coast. As displayed in Fig. 3, the highest wildfire activity occurred in Portugal from 3–5 August and 12–13 September. According to the statistical analysis reported by Barbosa et al. (2004), summer 2003 was the most intense fire season that Portugal faced in the last 23 years with a total area burned estimated at 380 000 ha, which is about five times the average burned area since 1980. During this period, France also faced one of the worst forest fire seasons since 1991, with two major peaks of fire activity that occurred at the end of July and at the end of August, and burned more than 50 000 ha of forest.

Smoke emission estimates retrieved from MODIS data using the methodology of Wiedinmyer et al. (2006) predict that wildfires emitted 220 kTons of primary PM$_{2.5}$ during summer 2003 in Europe. More than half of these emissions (130 kTons) can be attributed to the extreme fire activity that occurred during the single month of August (see Table 2). These amounts are equivalent to 48% and 84% of the total PM$_{2.5}$ anthropogenic emissions (EMEP emission database) in Western Europe for summer 2003 and for August 2003, respectively.

#### Table 2. Wildfire emission estimates from MODIS data for summer months in 2003.

<table>
<thead>
<tr>
<th>Month</th>
<th>Europe</th>
<th>Portugal</th>
</tr>
</thead>
<tbody>
<tr>
<td>May</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>June</td>
<td>17</td>
<td>4</td>
</tr>
<tr>
<td>July</td>
<td>40</td>
<td>7</td>
</tr>
<tr>
<td>August</td>
<td>130</td>
<td>56</td>
</tr>
<tr>
<td>September</td>
<td>50</td>
<td>21</td>
</tr>
<tr>
<td>October</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Total Summer 2003</td>
<td>220</td>
<td>84</td>
</tr>
</tbody>
</table>

(Excluding May and September)
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4.1.2 Optical signature of smoke aerosols

A strong optical signature of wildfire emissions can be clearly seen (Fig. 4) in the routine ground-based measurements of aerosol optical properties provided by the AERONET network. Figure 4 shows the Ångström exponents ($\alpha$) and aerosol optical thicknesses measured at 532 nm for the summer period at eight AERONET sites located respectively close to the main fire source region in the southwestern Iberian Peninsula (Evora, El Arenosillo), in the Central and Eastern Mediterranean basin (Avignon, Oristano, Lampedusa, Rome), and in Northern Europe (Fontainebleau, Lille).

The daily mean aerosol optical thicknesses observed at different sites vary from low (0.05–0.1) to much higher values (0.5–0.8) characteristic of clean and polluted atmospheric conditions, respectively. The increased turbidity can be caused by three major aerosol types including urban, dust and biomass burning particles. To determine the air mass origin, the AOT values are analyzed together with Ångström exponent ($\alpha$) values, which are good indicators of the aerosol size distribution (e.g. Eck et al., 2003; Reid et al., 1999): low values of $\alpha$ indicate the presence of large particles such as desert dust, while large values of $\alpha$ are associated with smaller particles mainly issued from combustion processes, such as urban or biomass burning aerosols. The single scattering albedo (SSA) data are also considered in order to determine aerosol capacity to absorb solar radiation; typically the presence of combustion aerosols increase aerosol absorbing capacity (e.g. VanCuren, 2003).

In the principal fire region (see Fig. 2), the highest AOT values (0.3–0.6) are observed from 28 July to 14 August at both the Evora and El Arenosillo sites. During the first part of the period, from 28 July to 4 August, the observed Ångström exponent (0.5–0.7) is relatively low, which indicates the prevalence of dust particles. The corresponding single scattering albedo (SSA at 532 nm) values range from 0.9 to 0.96 and are consistent with the presence of scatter-
Fig. 3: Time series of PM$_{2.5}$ wildfire emission estimates derived from MODIS data and spatially averaged over Europe (total area) and Portugal (shaded area) for (a) August and (b) September 2003 months. Emissions from wildfires exceeded the total European anthropogenic emissions (EMEP database) during 3 extreme fire events that occurred in Portugal on 4-5 August, 11-14 August and 12-13 September, respectively.

Fig. 4: Upper panels: Daily averages of Ångstrom exponents (black) and observed aerosol optical thicknesses (purple) at 532 nm from July to September 2003 at eight AERONET sites located in the wildfire source region (El Arenosillo, Evora), the Mediterranean basin (Avignon, Lampedusa, Rome, Toulon) and northern Europe (Fontainbleau, Lille). Vertical bars represent standard deviations. Geographical locations of the measurement sites can be found in Fig. 1. Lower panels: Daily averages of fine-mode AOT at 865 nm measured at the AERONET sites (black) and modeled by the REF (green) and H_FIRE (red) simulations (see Sect. 4.2.2).
During the second part of the period, from 5 to 14 August, the Ångstrom exponent increases up to 1.5–1.7, confirming the influence of forest fire emissions on aerosol optical properties (Fig. 4a). The daily averaged AOTs associated with forest fires reach their maximum values on 12 August ($\text{AOT}_{532} \sim 0.6$) at Evora and on 14 August at El Arenosillo ($\text{AOT}_{532} > 0.6$), when biomass burning was occurring in Southern Portugal (see Fig. 2). The major fire event that occurred in Central Portugal on 3–4 August (see Fig. 3) is not visible in the AOT values measured at Evora and El Arenosillo stations as the smoke plume is advected toward Northern Europe (Hodzic et al., 2006a). The optical signature of other minor fire events can be seen from 14 to 21 September ($0.2 < \text{AOT}_{532} < 0.3; \alpha > 1.5$). During the rest of the summer, this region principally experiences clean oceanic conditions ($\text{AOT}_{532} < 0.2$) as already observed in previous studies (e.g. Elias et al., 2006).

The long-lasting smoke episode characterized by high AOT (>0.3) and Ångstrom ($\alpha > 1.5$) values also covers a large part of the Mediterranean basin. The smoke optical signature is observed from 5–15 August in Southern France (Avignon), and from 5–20 August in Rome and Lampedusa. Analysis of back-trajectories (not shown here) indicates that smoke aerosols originate from wildfires in Portugal (2–13 August), the Provence region (28–30 July), the eastern Adriatic coast (13–14 August), Corsica and Italy. Previous
studies of aerosol optical properties conducted at Lampedusa, Italy (Pace et al., 2005) and Evora, Portugal (Elias et al., 2006) have shown that this extended aerosol episode (11–16 days), characterized by relatively large optical thicknesses and high Angstrom exponents, is exceptional for the Mediterranean region, both in terms of its vast spatial extent and its long duration. Furthermore, several AOT peak values associated with low Angstrom exponents are observed (especially at Lampedusa and Rome, AOT$_{532} > 0.5$) as the Mediterranean region is also influenced by the advection of Saharan dust from North Africa. As reported by Pace et al. (2006)’s back-trajectory study, the major dust episodes in this region occurred on 16–18 July, 22–24 July and 29 August–7 September. The predominance of dust particles during this period is also consistent with higher SSA values, from 0.88 to 0.97, found at Lampedusa and Avignon AERONET stations.

In Northern Europe, the relatively high values of AOT and $\alpha$ observed during the first half of August (3–15 August) are related both to the accumulation of urban pollutants during stagnant atmospheric conditions associated with the heat-wave, and to the advection of the smoke particles from Portuguese wildfires (Hodzic et al., 2006a). Indeed, as previously shown (Hodzic et al., 2006a) the smoke plumes have been transported from the Portugal fire region in the anticyclonic flow and have considerably modified the aerosol optical properties over Northern Europe (including Great Britain, France, Germany and the Benelux countries) from 4 to 6 August 2003, before being re-circulated over the Mediterranean basin on 7 and 8 August. The emission and transport patterns of smoke aerosols during this episode are better illustrated in Figs. 5 and 6 and will be discussed further in the next section.
4.2 Model simulation of smoke emission and transport patterns during the August 2003 heat-wave

4.2.1 Qualitative comparison with remote sensing data

In this section we assess the ability of the CHIMERE model to simulate the emission and transport patterns of smoke aerosols during one of the largest wildfire episodes that occurred in Portugal in the first week of August (see Fig. 2). During this period, aerosol modeling is challenging (Hodzic et al., 2006a) as the aerosol load results from both the accumulation of anthropogenic pollutants (mainly from industrial activities and mobile sources) during stagnant heat-wave conditions (from 2–13 August) and sporadic wildfire emissions.

Figure 5 shows the spatial distribution of the aerosol optical thickness at 550 nm as observed by MODIS and simulated by the CHIMERE model over Europe from 3 to 7 August. The satellite observations (Fig. 5a) clearly illustrate the exceptionally wide spatial extent of this episode and the progressive accumulation of the aerosol load that result in a significant increase in AOTs from “background” values of less than 0.2 to values greater than 0.5 from 5–7 August over a large part of Europe. Several extreme AOT peaks (>0.8) associated with smoke aerosols are noticed as the smoke plume is transported in an anticyclonic flow from the source region in Portugal (3–4 August) to Great Britain and The Netherlands on 5 August, towards Eastern and Southern Germany on 6 August, and finally towards Italy on 7 August. Because the aerosol optical properties during this episode are largely dominated by smoke aerosols, the model reference run (Fig. 5b) fails to reproduce these peaks (AOT less than 0.4 at all points), though it is able to capture the prominent AOT spatial features caused by anthropogenic sources. Accounting for fire emissions allows the model to capture the transport path of the smoke plume across the continent (Fig. 5c and d). The model reproduces the high AOT values fairly well over the fire source region in Portugal and along the west coast of France, and the low AOT in the Mediterranean areas. By comparing the REF model run with those incorporating fire emissions, it can be seen that the smoke emissions make a major contribution to aerosol optical properties. Indeed, our case implies that AOT values associated with smoke aerosols are a factor of 2–3 larger than those associated with only anthropogenic sources over polluted regions in Europe. This also raises the question of smoke radiative impacts on air quality, which is addressed in Sect. 4.3. The POLDER data (Fig. 6a) allow for a more precise evaluation of model skill in simulating smoke aerosols because the retrieved AOTs only account for fine-mode particles, and the contribution of the dust particles is minimized. The retrievals are therefore more sensitive to carbonaceous particles from biomass burning and anthropogenic origin. Once again, the comparison between the model runs and observations confirms that adding fire emissions to the model is essential for reproducing AOT during this episode. Looking at the overall spatial structure, we see a band of high values stretching from the source in Portugal across the Atlantic through the British Isles, and re-circulating back over the Netherlands, Germany and finally into Southeastern Europe (Italy and the Balkans). This general pattern is seen in both the 532 nm and 865 nm wavelengths for the model fire runs and in the observations. Moreover, other sources including the backward trajectory calculations and aerosol index data obtained by the Total Ozone Mapping Spectrometer (TOMS) confirm the occurrence of this transport of smoke aerosol layer from forest fires in southern Portugal through Western Europe. Evidence for high-altitude transport of this smoke plume has also been given in our previous study (Hodzic et al., 2006a) that highlighted the inability of the traditional injection altitude approach (emissions injected within the PBL) to correctly represent the dispersion and transport of the smoke plume over Northern Europe during this episode (3–5 August). The introduction of a more sophisticated parameterization of smoke lofting in the present study allows simulating of the transport of this smoke plume at the correct altitude (2–5 km altitude) from the source region in Portugal to Northern Europe. As shown by the comparison of observed (Fig. 6 in Hodzic et al., 2006a) and simulated (Fig. 7) lidar backscatter profiles, the model captures fairly well the arrival of an elevated smoke layer over the site of Cabauw, The Netherlands, on 5 August in the morning (09:00 UTC at 3–5 km of altitude) and its evolution during the day (16:00 UTC at 2–4 km of altitude). These results suggest that the considered “injection height” parameterization gives reasonable simulations of the smoke vertical distribution in the downwind regions.

A more objective comparison (Fig. 8) using the correlations between model runs and observed AOTs gives further evidence of the importance of incorporating fire emissions into the model. The correlations shown are calculated for the period from 1–15 August 2003. Because the correlations are highly sensitive to small spatial displacements, the calculations are performed by matching each observation grid to its corresponding model grid, but averaged over 1.5°×1.5° grid cells (each containing nine model grid cells). The correlation indicates a good spatio-temporal agreement between the data and the model (correlation coefficients ranging from 0.4 to 0.9), except over the Mediterranean region. This latter is strongly influenced by episodic transport of dust from Northern Africa, which is included in the model only through monthly mean boundary conditions.

Although the spatial features observed in both MODIS and POLDER satellite data are well captured by the model, quantitative comparison of AOTs needs to be carried out cautiously because of large uncertainties in both satellite and model retrievals of aerosol optical properties. It can be noticed that model results tend to overestimate the POLDER-derived AOT background values (consistent with our previous study, Hodzic et al., 2006a), while the agreement with the MODIS-retrieved AOTs seems to be better. It is however
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Fig. 7. CHIMERE model simulated backscatter signal (P^2) at 532 nm on 5 August 2003 (09:00 and 16:00 UTC) at Cabauw, the Netherlands. Profiles corresponding to molecular signal are plotted using dashed lines. The backscatter signal shows the diurnal evolution of the aerosol vertical distribution (at 09:00 UTC and 16:00 UTC). An elevated smoke aerosol layer, decoupled from the planetary boundary layer, is visible above 2 km. The altitude of the smoke layer is correctly reproduced by the model in comparison to the lidar signal shown in Fig. 6 in Hodzic et al. (2006a).

Fig. 8. Correlation coefficients (R^2) between POLDER retrieved and model simulated AOT across Europe during the summer 2003 heat-wave (from 1 to 15 August 2003). Correlations are significantly improved when wildfire emissions are included: (a) Model REF run (similar to Hodzic et al., 2006a); (b) Model H_FIRE run.

difficult to attribute this to either modeling or observational errors, as these differences can be caused by numerous factors.

Satellite uncertainties (e.g. MODIS error of 0.20 AOT±0.05 over land and 0.05 AOT±0.03 over ocean; and POLDER error of 20–30% over land and 15% over ocean, and 100% in the presence of small aerosol burden) and errors in model simulation (e.g. underestimation of the PM total mass, Hodzic et al., 2005) can result in large differences between modeled smoke AOT and MODIS AOT. Previous studies (Chin et al., 2004; Wang et al., 2006) also reported a factor of 2–3 lower AOT values in model simulations than in MODIS retrievals over the biomass-burning region of Central America. Remer et al. (2005) showed a 0.2 (AOT units) positive bias between MODIS and ground-based Sun-photometer monthly mean AOT over several locations. Hodzic et al. (2006a) reported that POLDER data tend to underestimate by a factor of 2 the Sun-photometer observed AOTs over Europe during this heat-wave episode.

Also, the AOT retrieval in the presence of clouds is less accurate and contributes to comparison uncertainties. This is most likely the case over the UK and Ireland on 5–6 August, where large discrepancies between model simulated (H_FIRE) and MODIS-observed AOTs can be identified (Fig. 5). Differences between POLDER and MODIS AOT retrievals in this region suggest that MODIS data are cloud contaminated. Moreover, the POLDER visible image from 5 August clearly indicates the presence of numerous cloud scatters in this area (see Fig. 7a of Hodzic et al.,
Table 3. Comparison of daily mean AOT(*) observed at AERONET sites and simulated by CHIMERE model at 865 nm (small mode) from 1 to 15 August. Statistical indicators for the ensemble of Northern and Southern sites (Total North, Total South) are computed from all stations represented on Fig. 1.

<table>
<thead>
<tr>
<th>Site</th>
<th>Obs.</th>
<th>N</th>
<th>NBias</th>
<th>RMS</th>
<th>Daily fire emissions</th>
<th>Hourly fire emissions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NBias</td>
<td>RMS</td>
</tr>
<tr>
<td>Avignon</td>
<td>0.084</td>
<td>97</td>
<td>9.5</td>
<td>2.8</td>
<td>31.3</td>
<td>3.2</td>
</tr>
<tr>
<td>El Arenosillo</td>
<td>0.1</td>
<td>90</td>
<td>–34.1</td>
<td>4.2</td>
<td>–24.7</td>
<td>3.6</td>
</tr>
<tr>
<td>Evora</td>
<td>0.113</td>
<td>83</td>
<td>–24.2</td>
<td>4.7</td>
<td>10.1</td>
<td>7.7</td>
</tr>
<tr>
<td>Fontainebleau</td>
<td>0.108</td>
<td>81</td>
<td>–23.1</td>
<td>3.3</td>
<td>11.9</td>
<td>4.5</td>
</tr>
<tr>
<td>Lampedusa</td>
<td>0.077</td>
<td>47</td>
<td>–11.1</td>
<td>2.8</td>
<td>17.2</td>
<td>4.2</td>
</tr>
<tr>
<td>Rome</td>
<td>0.110</td>
<td>79</td>
<td>–15.5</td>
<td>4.2</td>
<td>8.8</td>
<td>4.9</td>
</tr>
<tr>
<td>Toulon</td>
<td>0.082</td>
<td>53</td>
<td>12.5</td>
<td>2.1</td>
<td>30.8</td>
<td>2.9</td>
</tr>
<tr>
<td>Total North</td>
<td>0.112</td>
<td>894</td>
<td>–37.8</td>
<td>6.8</td>
<td>–11.0</td>
<td>6.1</td>
</tr>
<tr>
<td>Total South</td>
<td>0.093</td>
<td>1260</td>
<td>–14.1</td>
<td>3.5</td>
<td>7.8</td>
<td>4.3</td>
</tr>
</tbody>
</table>

(*) The mean value of observed AOTs over the specified period is given in the second column (Obs.). The normalized bias is computed as follow: \(NBias(\%) = (100/N) \sum_i (M_i - O_i)/O_i\); the Root Mean Square is defined as: \(RMS(\times 100) = 100 \times \sqrt{(1/N) \sum_i (M_i - O_i)^2}\); where \(N\) is the number of samples, \(O_i\) are observations and \(M_i\) are model predictions.

In addition to these uncertainties, the vertical resolution and extent of the model is also a limiting factor for these comparisons: satellite-derived AOTs account for the whole atmospheric column, while the model only includes aerosol attenuation up to approximately 5 km of altitude. Thus the attenuation caused by upper tropospheric aerosols is underestimated by the model. According to lidar observations reported by Müller et al. (2005), the free-troposphere advection of smoke aerosols from Canadian forest fires over Europe was found to contribute to 45–70% of the total AOT during two episodes (10 July and 25 August 2003), with some of this likely to be above the 5 km model top.

Given these uncertainties, we can conclude that the model errors obtained in this study lie within the expected uncertainties of satellite-derived and model-simulated AOT as well as the discrepancies reported in the literature.

4.2.2 Statistical comparison with AERONET data

As an additional validation, we analyze in this section the model accuracy in simulating AOT by performing a quantitative comparison with AERONET data. Several AERONET stations showing enough continuity both in the Mediterranean basin and Northern Europe (Table 3 and Fig. 4) have been chosen for the comparison. Figure 4 displays the comparison between observed fine-mode AOT (865 nm) and their simulated equivalents with (H_FIRE) and without (REF) smoke aerosols.

The comparison shows that at all stations, the model reproduces the general magnitude of the observed AOT background values and roughly captures the main temporal variations. Although higher AOT values are simulated during the polluted heat-wave conditions (first half of August), they are underestimated by the model reference run (REF): the model negative bias reaches –37% at the ensemble of northern stations, and –14% at the ensemble of southern sites (Table 3).

The simulated AOT also appears to be underestimated during periods of strong dust influence, i.e. those characterized by low Ångström exponents (see Sect. 4.1.2). Although the contribution of dust is minimized in the fine-mode AERONET data, dust particles account for a large part of the aerosol mass off the Northern African coast. The model fails to reproduce both the correct amount of dust imported from Northern Africa and the temporal variability of these sporadic dust events as it is forced at its boundaries by the monthly mean aerosol concentrations provided by the larger scale model GOCART. This influence is most significant in the Southern part of the domain (Lampedusa station) where the treatment of boundary conditions can lead to erroneous values of AOT (too high dust concentrations in absence of dust episodes, and too low dust concentrations in presence of dust episodes).

During the period of strong wildfire influence, the introduction of emissions and transport of smoke particles in the model results in higher AOT values and yields a better agreement with observations: the model normalized bias is reduced by a factor of 3 at all stations (Table 3). However, the observed and simulated AOT values are poorly correlated (correlation coefficient <0.4, not shown here) suggesting that the temporal variability of AOT data at specific AERONET locations is not well captured by the model. Large modeling errors in simulating European AOT are expected because the formation of secondary organic aerosols is uncertain (see
Hodzic et al., 2005) and marine aerosols are not accounted for in the model (important for coastal stations i.e. Lille). Overall, these results show reasonable agreement between the observed and simulated aerosol load during summer 2003 when wildfire emissions and transport are taken into account.

4.2.3 Wildfire contribution to aerosol ground concentrations

Model simulations performed in this study also allow assessment of the influence of wildfire emissions on aerosol ground concentrations in Europe. Although the events associated with wildfire emissions persisted typically for 1–3 days, their influence on aerosol mean concentrations is significant, especially during the first half of August 2003. They resulted in a significant increase in PM$_{2.5}$ mean concentrations (from 20 to 200%) over several regions in Europe (Fig. 9). The largest increase in PM$_{2.5}$ concentrations is found within a 200 km area around the fire source locations (up to 40 µg/m$^3$), while a more moderate increase (3–5 µg/m$^3$) is observed over the Southern Mediterranean basin and Benelux countries. Over the entire period July–September, wildfire emissions account for less than 2 µg/m$^3$ (10%) in the main fire source regions (not shown here). The limited number of aerosol measurements in regions of strong fire influence does not allow further statistical analysis of the aerosol surface concentrations.

4.2.4 Sensitivity of modeling results to diurnal variability in wildfire emissions

In this section we examine whether the diurnal variation in smoke emissions has an impact on the diffusion of the smoke plume. Because of the lack of chemical speciation data in Europe (in particular black carbon) for this study period, our analysis will only be made by comparison with remote sensing data.

Differences between model simulations based upon the daily (FIRE) and hourly (H$_2$FIRE) emission inventory are shown in Figs. 5 and 6. During this major fire episode, the model shows different behaviors depending on the resolution of the fire emissions and the closeness to the emission sources. At the beginning of the episode (4–5 August), the H$_2$FIRE run predicts significantly higher AOTs associated with the fire plume than FIRE run. The difference reaches 0.3 at 532 nm and 0.1 at 865 nm over Northern Europe. The H$_2$FIRE run provides better qualitative agreement with both POLDER and MODIS observations. These differences are reduced as the smoke plume moves further from the source region (e.g. Germany), and can hardly be noticed four days after the emission of smoke (6–7 August). Nevertheless, the spatial distribution of simulated AOTs remains unchanged and the quantitative comparison with AERONET data is not significantly improved (Table 3).

Differences between daily and hourly treatment of emissions in the model can be explained by the fact that the vertical distribution of smoke aerosols varies considerably with dynamical mixing in the lower troposphere. In the H$_2$FIRE run, the maximum amount of smoke emissions coincides with highly mixed atmospheric conditions (early afternoon) that are favorable to the regional export of the smoke plume. However, as reported in previous studies (e.g. Heald et al., 2003), the vertical mixing tends to produce more homogeneous aerosol layers far from the emission sources and to attenuate the impact of diurnal variation of smoke emission.

Our results show that hourly resolution of wildfire emissions gives better results when simulating the impact of large wildfire events and comparing the modeling data with satellite observations dominated by biomass burning aerosols. Therefore, the H$_2$FIRE simulation will be considered hereafter for the assessment of the wildfire radiative impact.

4.3 Wildfire aerosol radiative feedback and implication on air quality modeling

In this section we estimate the radiative effects produced by the biomass burning particles present over Europe during summer 2003. The simulated aerosol optical properties such as optical depth, single scattering albedo, and asymmetry factor are used as inputs to the radiative transfer model TUV (Madronich, 1987) to calculate the perturbation in photolysis and heating rates induced by aerosols originating from wildfires. In the radiative transfer calculations a four-stream discrete ordinates method (Stamnes et al., 1989) is used. The aerosol radiative forcing is calculated for the spectral interval 290–735 nm from 0 to 50 km altitude assuming 1 km vertical resolution. The US Standard atmosphere mid-latitude profiles of pressure and temperature are assumed, and the surface albedo is fixed to 5%. The total ozone column is provided by TOMS data (http://jwockey.gsfc.nasa.gov/ephtms/ep.html).

4.3.1 Effects on photolysis rates

The formation of tropospheric ozone is a result of a complex interaction between photochemical and transport processes where photolysis of trace gases play a central role. The photolysis of NO$_2$ (1) for example, followed by the reaction of ground state oxygen atoms O($^3$P) with oxygen molecules (2), is the major source of ozone in the troposphere.

\[ \text{NO}_2 + h\nu \rightarrow \text{NO} + \text{O}($^3$P) \]  \hspace{1cm} (1)

\[ \text{O}($^3$P) + \text{O}_2 + M \rightarrow \text{O}_3 + M \]  \hspace{1cm} (2)

Because reaction (2) is fast under tropospheric conditions, the rate of O$_3$ formation is determined by the photolysis frequency J(NO$_2$), the rate constant of reaction (1).

In the absence of other reactants, ozone formation is balanced by the back-reaction of ozone with NO formed in reaction (1).

\[ \text{NO} + \text{O}_3 \rightarrow \text{NO}_2 + \text{O}_2 \]  \hspace{1cm} (3)
Fig. 9. (a) Average PM$_{2.5}$ ground concentrations ($\mu$g/m$^3$) over Europe as simulated by CHIMERE REF run during the first half of August 2003. Increase (%) in PM$_{2.5}$ concentrations caused by wildfire emissions as predicted by the FIRE (b) and H_FIRE (c) models runs. The relative difference (%) from the reference run is given by \[ \Delta \text{PM}_{2.5}(i) = \frac{\text{PM}_{2.5}(i) - \text{PM}_{2.5}(\text{REF})}{\text{PM}_{2.5}(\text{REF})} \times 100. \]

However, in the presence of volatile organic compounds (VOC) and OH radicals, peroxy radicals RO$_2$ are formed and oxidize NO to NO$_2$ which results in a net formation of ozone.

\[ \text{OH} + \text{VOC} + \text{O}_2 \rightarrow \text{RO}_2(\text{+H}_2\text{O}) \] (4)

\[ \text{RO}_2 + \text{NO} \rightarrow \text{RO} + \text{NO}_2 \] (5)

Consecutive reactions of the alkoxy (RO) radicals produced in reaction (4) form HO$_2$ radicals which regenerate OH in a further NO to NO$_2$ conversion. This catalytic cycle can produce substantial amounts of ozone and other photo-oxidants as byproducts. However, the primary source of OH radicals is a reaction of excited O($^1D$) atoms with H$_2$O following photolysis of ozone.

\[ \text{O}_3 + h\nu \rightarrow \text{O}_2 + \text{O}(^1\text{D}) \] (6)

\[ \text{O}(^1\text{D}) + \text{H}_2\text{O} \rightarrow 2 \text{OH} \] (7)

Reaction (6) is quantified by the photolysis frequency J[O$_3$($^1D$)]. In polluted atmospheric conditions encountered in Europe, surface photolysis frequencies mainly depend on the aerosol absorption efficiency (Castro et al., 2001). As shown on Fig. 10 an increase in the slant-column absorption of aerosols leads to a significant decrease in J[NO$_2$] photolysis rates at the ground. Therefore, a reduction of J[NO$_2$],
J[O$_3$(1D)] and other photolysis frequencies due to absorption of radiation by smoke aerosols is expected to have a significant impact on tropospheric ozone concentrations.

Figure 11 shows the CHIMERE estimates of the perturbation to J[NO$_2$] and J[O$_3$(1D)] induced by biomass burning aerosols at the surface for Jülich, Germany (6.41°E, 50.91°N), where measurements of photolysis frequencies were made during the major fire episode of 5 August. Measurements of the photolysis frequencies were performed during the ECHO campaign (Bohn, 2006) and they account for the direct and diffuse down-welling solar actinic flux: J[NO$_2$] and J[O$_3$(1D)] represent actinic flux wavelength ranges 320 nm <λ< 420 nm and 300 nm <λ< 340 nm, respectively. The observations indicate (Fig. 11) a significant reduction of photolysis frequencies at the surface ranging from 15 to 30% on 5–7 August. The largest reduction is observed on 5 August which coincides with the arrival over Northern Europe of smoke particles from Portugal forest fires. Other photolysis frequencies were attenuated accordingly.

The coupled CHIMERE/TUV model reproduces correctly the observed local reduction in the photolysis frequencies when modeled wildfire aerosol is taken into account. The radiative perturbation of aerosols on photolysis frequencies can be difficult to estimate as it depends on aerosol composition and microphysical properties (type of the mixture and aging processes). Our model’s ability to reproduce this impact both in clean (15 July) and polluted (4–8 August) air conditions indicates that the aerosol composition and optical properties relevant to ultraviolet radiation are accurately simulated. The determination of the single scattering albedo (SSA) is particularly difficult to model. Most modeling studies use fixed values of SSA (e.g. 0.9 for the moderately absorbing aerosols, see Keil and Haywood, 2003, or Wang et al., 2006; and SSA of 0.8 for strong absorbing aerosols, see Yu et al., 2002). Our model predictions of the single scattering albedo at 532 nm range from 0.83 to 0.87 (not shown here) for the smoke layer are consistent with the presence of highly absorbing aged (2–4 days) carbonaceous particles above Jülich during this period. These values are also consistent with observations reported in previous studies for smoke particles: Meloni et al. (2005) reported low SSA values associated with forest fires emissions at Lampedusa in August 2003, with SSA$_{516}$nm of 0.83 and SSA$_{869}$nm of 0.79. The decrease in the aerosol single scattering albedo with increasing wavelength is typical of biomass burning aerosols.

We now extend this evaluation of wildfire effects on photolysis rates to several European locations (corresponding to AERONET sites) based on model predictions. Figure 12 shows the relative change in photolysis rates caused by wildfire emissions (comparison of REF and H_FIRE runs) during the entire summer of 2003. The calculations are presented at 12:00 UTC when the photochemistry is the most active. The highest reductions are observed for sites located in Southern Europe close to the fire source regions and are coincident with the major fire events in Portugal (1–13 August; days 213–225), Southern France (28–30 July; days 209–211) and Balkans (13 August; day 225) and reaches 35% at Evora station on 13 August (day 225), and 28% at El Arenosillo station on 14 August (day 226) for J[NO$_2$] values. Similar reductions are found for J[O$_3$(1D)] values. Stronger reductions are expected during the major fire event (3–4 August) in the fire sources region. This is not visible at Evora and El Arenosillo locations as they are not directly under the smoke plume during this period. However, the influence of this particular episode, studied in Sect. 4.2, is clearly visible over Northern Europe (Fontainebleau and Lille stations), where
Fig. 11. Comparison between measured and simulated diurnal variation of J[NO\textsubscript{2}] (upper panel) and J[O\textsubscript{3}(1\textsuperscript{D})] (s\textsuperscript{-1}) (lower panel) at Julich (6.41ºE, 50.91ºN) during a clean (15 July) and polluted (4-8 August 2003) air conditions. The black curve corresponds to the measurements, while the green and red lines correspond to model simulations without and with wildfire emissions, respectively.

Fig. 12. Predicted changes (%) in the surface photolysis frequency of NO\textsubscript{2} due to the effect of wildfire aerosol emissions on photolytic radiation during months of July–August–September 2003.

Fig. 13. Time series of day-time (10 a.m.–8 p.m.) mean ozone concentrations (µg/m\textsuperscript{3}) simulated by the CHIMERE REF model (solid line) and observed at two ground stations (dotted line) located in Northern Germany (Niederzier: 6.5ºE, 50.9ºN; Nettetal: 6.2ºE, 51.3ºN) from 1 July to 1 September 2003.

Ozone daily maxima are overestimated by 20–50 µg/m\textsuperscript{3} during this period. This gap is particularly large on 5–7 August in the presence of the smoke plume over the Netherlands. This large model error is rather unusual given the fairly good model performance in simulating ozone over Europe (Vautard et al., 2007). We tentatively attribute this underestimation to the aerosol radiative feedback (from both anthropogenic and wildfire emissions), which is not accounted for by the model. The magnitude of the effect is in accordance with literature estimates. Li et al. (2005) estimate the reduction of photolysis frequencies J[NO\textsubscript{2}] and J[O\textsubscript{3}(1\textsuperscript{D})] by black carbon aerosol in the planetary boundary layer to 10–30% under highly polluted conditions in the Houston area which resulted in a modeled decrease of surface ozone concentrations by 5–20%. Jacobson (1998) reported a smaller decrease of surface ozone concentrations in the Los Angeles basin (5–8%), while Raga et al. (2000) and Castro et al. (2001) reported a comparable reduction of photolysis rates (10–30%) in the Mexico City area caused by carbonaceous aerosols that result from both anthropogenic sources and biomass burning. Such reductions in photolysis rates seem to have a significant impact on local air quality and the aerosol indirect feedback on ozone formation needs to be included in air quality models. In addition to aerosol radiative feedback, future studies should also investigate the role of smoke particles in the heterogeneous destruction of ozone (Martin et al., 2003).
4.3.2 Effects on atmospheric radiative forcing

Forest fire aerosols have also been shown to produce heating in the atmosphere because of the absorption of solar radiation by carbonaceous particles (e.g. Fiebig et al., 2003; Pace et al., 2005; Wang et al., 2006). Penner et al. (1992) indicated that the magnitude of the smoke global radiative forcing is comparable to that of anthropogenic aerosols. Here we estimate the atmospheric radiative forcing caused by the presence of biomass burning particles over Europe during summer 2003. The atmospheric radiative forcing represents the difference in the direct solar radiative flux between the top of the atmosphere and the surface (“top minus surface”). In this study, the daily averaged radiative forcing of fire emitted particles is calculated in clear sky conditions by integrating over time and wavelength intervals the spectral irradiances simulated with and without fire emitted aerosols. Figure 14 shows that the smoke aerosol radiative forcing during August 2003 varies between 5 and 25 Wm$^{-2}$ over Western Europe. During the strongest fire influence (3–7 August) this forcing reaches 40 Wm$^{-2}$ in the fire source region and 20–25 Wm$^{-2}$ over Northern Europe (Lille station) in the presence of the smoke plume. These results are in good agreement with the results reported by Pace et al. (2005) that estimated the fire aerosol radiative forcing to be 21.6 and 25.7 Wm$^{-2}$ over the Mediterranean basin (Lampedusa) during summer 2003. This heating could have contributed to reinforcing the atmospheric stability and to maintaining the heat-wave conditions during summer 2003.

5 Conclusions

In this paper we provide an objective evaluation of the impact of wildfire emissions on ambient air quality in Europe during the summer of 2003. The forest fire activity was one of the most intense experienced in Europe during the past decade and resulted in large emissions of primary particles. In order to assess the resulting changes in aerosol optical properties, atmospheric radiative forcing and photochemistry, an improved version of the meso-scale chemistry-transport model CHIMERE was used together with aerosol ground and satellite remote sensing data. Model improvements included the incorporation of a MODIS-derived daily smoke emission inventory and the implementation of a diagnostic injection altitude of smoke particles. These improvements allowed realistic simulation of the emission and dispersion of smoke plumes from their source region to the rest of Europe, especially during the most important fire event of 3–8 August 2003. Consistency was found between the model and satellite measurements (MODIS and POLDER) on the temporal evolution and spatial patterns of AOT in the downwind regions during this episode. The comparison showed the great improvement in simulating the AOT values given by incorporating the smoke emissions in the model, especially when an hourly resolved smoke emission inventory was considered.

To estimate the effects of smoke particles on photolysis rates and atmospheric radiative forcing the simulated aerosol optical properties were used as input to a radiative transfer model. The calculated photolysis frequencies of J[NO$_2$] and J[O$_3$($^1$D)] were compared with ground-based measure-
ments during the period of strongest fire influence (3–8 August 2003). The comparison showed a good agreement between calculated and measured values when smoke aerosols were taken into account in the model. During that polluted period, the impacts of smoke aerosols on photolysis frequencies were significant both in the fire source area and in downwind regions as a result of the long-range transport of the smoke plume. Calculated \( J[NO_2] \) and \( J[O_3(1D)] \) values were reduced from 10–30\% over a large part of Europe due to the presence of smoke. This impact was significant not only in magnitude, but also in terms of its spatial (continental) and temporal (seasonal) extent. The decrease in photolysis frequencies suggests a decrease in the surface ozone concentration of comparable magnitude and explains the model overestimation of ozone concentrations over Northern Europe during the heat-wave period. The smoke absorption of solar radiation also caused a positive atmospheric radiative forcing (warming) up to 40 W m\(^{-2}\) in the fire source region (Southern Portugal) and from 5 to 25 W m\(^{-2}\) over Northern Europe and the Mediterranean basin during the August 2003 heat-wave episode.

Our results suggest that wildfire emissions can exert, at least episodically, an important effect on atmospheric stability, photolysis rates, and particle and ozone concentrations in polluted urban areas far away from their source regions and need to be included in the air quality forecasting. The radiative effects of aerosol concentrations and their controls on ozone formation should also be included in future ozone reduction scenario calculations as the particulate matter controls are expected to increase surface ozone concentrations over polluted regions in Europe.
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