Comparing model and measured ice crystal concentrations in orographic clouds during the INUPIAQ campaign
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Abstract. This paper assesses the reasons for high ice number concentrations observed in orographic clouds by comparing in situ measurements from the Ice NUcleation Process Investigation And Quantification field campaign (INUPIAQ) at Jungfraujoch, Switzerland (3570 m a.s.l.) with the Weather Research and Forecasting model (WRF) simulations over real terrain surrounding Jungfraujoch. During the 2014 winter field campaign, between 20 January and 28 February, the model simulations regularly underpredicted the observed ice number concentration by $10^3$ L$^{-1}$. Previous literature has proposed several processes for the high ice number concentrations in orographic clouds, including an increased ice nucleating particle (INP) concentration, secondary ice multiplication and the advection of surface ice crystals into orographic clouds. We find that increasing INP concentrations in the model prevents the simulation of the mixed-phase clouds that were witnessed during the INUPIAQ campaign at Jungfraujoch. Additionally, the inclusion of secondary ice production upwind of Jungfraujoch into the WRF simulations cannot consistently produce enough ice splinters to match the observed concentrations. A flux of surface hoar crystals was included in the WRF model, which simulated ice concentrations comparable to the measured ice number concentrations, without depleting the liquid water content (LWC) simulated in the model. Our simulations therefore suggest that high ice concentrations observed in mixed-phase clouds at Jungfraujoch are caused by a flux of surface hoar crystals into the orographic clouds.

1 Introduction

Orographic clouds, and the precipitation they produce, play a key role in the relationship between the atmosphere and the land surface (Roe, 2005). The formation and development of each orographic cloud event varies considerably. Variations in large-scale flow over the orography, the size and shape of the orography, convection, turbulence and cloud microphysics all influence the lifetime and extent of orographic clouds, as well as the intensity of precipitation they produce (Rotunno and Houze, 2007). Understanding these variations in orographic clouds is important, as the intensity and extent of a wide-range of geophysical hazards are heavily influenced by precipitation (Conway and Raymond, 1993; Galewsky and Sobel, 2005).

The influence of aerosols on the cloud microphysical processes is thought to be important in understanding the variability of orographic clouds and precipitation. Aerosols interact with clouds by acting as cloud condensation nuclei (CCN), onto which water vapour condenses, or as ice nucleating particles (INPs). The differing efficiencies, compositions and concentrations of both CCN and INPs in the atmosphere influence the lifetime and precipitation efficiency of clouds (Twomey, 1974; Albrecht, 1989; Lohmann and Feichter, 2005).

In particular, the role of aerosols in the production of ice in the atmosphere is poorly understood. Ice can nucleate in the atmosphere without the presence of INPs at temperatures below $-38 \, ^\circC$ via homogeneous nucleation (Koop et al., 2000). However, it is thought that for temperatures greater than...
−38 °C most ice nucleation in orographic clouds takes place heterogeneously on INPs via different freezing mechanisms: deposition, condensation freezing, immersion freezing and contact freezing (Vali, 1985). Above −38 °C, the presence of supercooled liquid water has consistently been found to be a requirement of significant heterogeneous nucleation (Westbrook and Illingworth, 2011; de Boer et al., 2011; Westbrook and Illingworth, 2013), causing the immersion, contact and condensation freezing modes to dominate ice production at these temperatures (de Boer et al., 2011; Field et al., 2012).

Despite much uncertainty existing over the concentrations and distributions of INPs in the atmosphere (Boucher et al., 2013), particular aerosol particle types have been proposed to nucleate ice. Several studies suggest that mineral dust nucleates ice in the atmosphere (e.g. DeMott et al., 2003; Cziczo et al., 2013), although the temperature threshold below which dust aerosols nucleates ice varies significantly between studies, with some suggesting dust could act as INPs at temperatures as high as −5 °C (Sassen et al., 2003), whilst others found dust INPs to be inactive above −20 °C (Amsmann et al., 2008). Laboratory measurements of ice nucleation on desert dust aerosols have linked the varying nucleation threshold temperatures to the mineral composition of the dust particles (Connolly et al., 2009; Murray et al., 2011; Broadley et al., 2012; Niemand et al., 2012; Atkinson et al., 2013; Emersic et al., 2015). Generally the literature has suggested that mineral dust is unlikely to act as an INP at temperatures as high as −5 °C, which has led to ongoing research into whether other aerosol components can nucleate ice at higher temperatures than mineral dust. Biological aerosols such as bacteria or pollen have been suggested as potentially being suitable to nucleate ice heterogeneously (Möhler et al., 2007), which has been supported by in situ observations (Prenni et al., 2009; Pratt et al., 2009). However, despite some laboratory experiments suggesting that certain bacteria nucleate ice at temperatures greater than −10 °C in the atmosphere (Hoos and Möhler, 2012), there remains an uncertainty regarding the role of biological aerosols in ice nucleation at higher temperatures.

INP concentrations alone are not enough to explain ice number concentrations witnessed in some clouds. Ice concentrations in the atmosphere can also be increased by ice multiplication processes. The Hallett–Mossop process (Hallett and Mossop, 1974; Mossop and Hallett, 1974), which produces ice splinters during the rime of ice particles, has been suggested to be a dominant ice multiplication process between −3 and −8 °C. Mossop and Hallett (1974) indicated that one splinter is produced for every 160 droplets accreted to the ice crystal, providing the droplets are greater than 20µm in diameter, and suggested that several rime-splinter cycles could increase ice number concentrations by as much as five orders of magnitude. Several examples of the Hallett–Mossop process have been presented in the literature explaining differing INP and ice number concentrations (Harris-Hobbs and Cooper, 1987; Hogan et al., 2002; Huang et al., 2008; Crosier et al., 2011; Lloyd et al., 2014). However, the process is limited to specific regions, which are within the required temperature range, have large concentrations of supercooled liquid droplets, and in clouds with long lifetimes (>25 min) and weak updraughts (Mason, 1996). More recently Lawson et al. (2015) have shown fragmentation of freezing drops can also act as a secondary ice multiplication mechanism in the absence of the Hallett–Mossop process, particularly in cumuli with active warm rain processes.

Despite considerable improvement in the understanding of ice production processes in the atmosphere, much confusion remains in understanding the sources of ice measured in orographic clouds. Several studies have found significantly high ice number concentrations at mountain sites when compared to aircraft observations. Rogers and Vali (1987) frequently found ice concentrations close to the surface of Elk Mountain to be three orders of magnitude higher than ice concentrations measured by aircraft 1 km above the mountain. The increased concentrations could not be explained by the Hallett–Mossop ice multiplication, leading them to suggest the possibility of surface ice or snow crystals being blown into the cloud. Vali et al. (2012) proposed that ground-layer snow clouds, formed by snow or ice particles being blown from the surface into air supersaturated with respect to ice, were responsible for the increased ice number concentrations. Targino et al. (2009) found two cases of high ice concentrations at Jungfraujoch in Switzerland, and suggested that the high ice concentrations were unlikely to be caused by mineral-dust INPs, as no significant increase in dust concentrations was observed. They suggested that polluted aerosol, such as black carbon, acted as INPs and increased the ice concentration close to the surface. During the Ice NUCleation Process Investigation And Quantification field campaign (INUPIAQ) undertaken during the winter of 2013 and 2014, Lloyd et al. (2015) found ice number concentrations of over ~2000 L−1 at −15 °C. By using measured aerosol concentrations in the parameterisation of DeMott et al. (2010), they predicted INP concentrations which were as much as 3 orders of magnitude smaller than the ice concentration measured. Whilst their findings suggested that blowing snow contributed to the ice number concentrations, they found the effect could not fully explain the high ice concentration events where concentrations were >100 L−1. However, they suggested that a flux of particles from the surface, such as surface hoar crystals, could provide enough ice crystals to match the high ice number concentrations witnessed in their field campaign.

With aerosol- and cloud-particle measurements limited over mountainous regions, research into orographic clouds has been driven by the modelling community. However, the complexity of the atmospheric dynamics, cloud microphysics and terrain has often led to a restricted approach in investigating orographic clouds (Kunz and Kottmeier, 2006; Barstad et al., 2007; Cannon et al., 2014). Whilst 3-D at-
mospheric models provide a more accurate representation of the complex airflow, which mountainous terrain generates, the computational expense has generally limited studies of aerosol-cloud interactions in orographic clouds to 2-D simulations (Lynn et al., 2007; Zubler et al., 2011) or idealised terrain (Xiao et al., 2014). Recently, Muhlbauer and Lohmann (2009) performed 3-D simulations over idealised orography to investigate the influence of aerosol perturbations of dust and black carbon on the cloud microphysical processes in mixed-phase clouds. The simulations were run using a two-moment mesoscale model with coupled aerosol and cloud microphysics and 3-D idealised orography. Muhlbauer and Lohmann (2009) suggested that aerosols are critical in initiating ice in mixed-phase orographic clouds. However, the strength of their conclusions are limited to the idealised terrain used in the model and for the specific aerosol data from 2009.

By drawing on previous research into orographic clouds using modelling, this paper aims to assess the reasons for high ice number concentrations at mountain sites by comparing the in situ measurements of Lloyd et al. (2015) from the INUIPAQ campaign with simulations over real terrain from the Weather Research and Forecasting model (WRF). In Sect. 2, we outline the characteristics of the field site and the instrumentation used to measure cloud microphysical properties, before providing a description of the implementation of the WRF model. In Sect. 2.4, we provide validation of the model using meteorological data from stations throughout the model domain. The in situ ice number concentrations are then compared with the WRF model in Sect. 3, before analysing the processes proposed in previous literature for increasing ice concentrations in orographic clouds using further WRF simulations. Finally, in Sect. 4, we evaluate the suggested processes that cause high ice concentrations in orographic clouds, and draw conclusions from our results.

2 Methodology

2.1 Jungfraujoch

Cloud-particle number concentrations and size distributions were measured at the Jungfraujoch high-alpine research station, located in the Bernese Alps in Switzerland. Jungfraujoch is an ideal location to measure microphysical properties of clouds, as the altitude of the site (3570 m a.s.l.) allows measurements to be within cloud 37% of the time (Baltensperger et al., 1998). The site is only accessible by electric train, which limits the influence of local anthropogenic emissions on measurements taken at Jungfraujoch (Baltensperger et al., 1997). The site has regularly been used for cloud and aerosol research by groups from the Paul Scherrer Institute, Karlsruhe Institute of Technology, University of Manchester and other institutions (e.g. Baltensperger et al., 1997, 1998; Verheggen et al., 2007; Choularton et al., 2008; Targino et al., 2009; Lloyd et al., 2015).

2.2 Instrumentation at Jungfraujoch

Several cloud physics probes using a variety of measurement techniques were used for measuring cloud-particle number concentrations and size distributions during the campaign. The probes were mounted on the roof terrace of the Sphinx laboratory on a rotating wing attached to a 3 m high tall mast, which was automatically rotated and tilted to face into the wind based on the measured wind direction to minimise inlet sampling issues.

Ice concentrations were primarily measured using an aspirated Three-View Cloud Particle Imager (3V-CPI) by Straton Park Engineering Inc (SPEC). This probe is a combination of two previously separately packaged instruments: the Two-Dimensional Stereo Hydrometeor Spectrometer (2D-S) and a Cloud Particle Imager (CPI). The 2D-S produces shadow imagery of particles by illuminating them onto 128 photodiode arrays, with a pixel resolution of 10 µm, as they pass through the cross section of two diode laser beams (Lawson et al., 2006). The arrays allow for 2 dimensional images of particles in the cross section of both laser beams, in addition to providing number concentrations and size distributions of particles in the size range of 10–1260 µm. The raw data provided were then processed using the Optical Array Shadow Imaging Software (OASIS) to segregate ice and droplets based on their shape, and to remove particles that had shattered on the 2D-S from the data set (Crosier et al., 2011). Further details of the 2D-S analysis are provided by Lloyd et al. (2015). The 2D-S particles which were determined by OASIS to be ice particles were then assigned to 10 µm size bins, which were used to provide an approximation of ice water content (IWC) at Jungfraujoch using the mass-diameter parameterisation of Brown and Francis (1995).

When particle images are recorded on both arrays of photodiodes on the 2D-S, the CPI probe is activated. The CPI images the particle motion using a 20 ns pulsed laser, casting an image of the particle onto a 1024 by 1024 array. The CPI has a pixel resolution of 2.3 µm and thus has a size range of between 10–2000 µm (Lawson et al., 2001). CPI produces clear images of crystals and processing of the raw data enables the habit of the crystals to be estimated. However, corrections must be made to include out-of-focus particles and for particles below 50 µm, as the sample volume has a size dependency for small particles (see Connolly et al., 2007).

Droplet concentrations and liquid water content (LWC) were measured by the Forward Scattering Spectrometer Probe (FSSP), and the Cloud Droplet Probe (CDP) which use the forward scattering of light from a laser to count and size water droplets of diameters of between 2 and 50 µm (Lance et al., 2010). Meteorological conditions were recorded with a Vaisala probe, which measured temperature and relative hu-
mididity, and a Metek sonic anemometer, which measured the temperature, wind speed and direction. Additionally, meteorological data were available from the MeteoSwiss observation station at Jungfraujoch for comparison. Further details of the instrumentation can be found in Lloyd et al. (2015).

### 2.3 Model setup

For a comparison with the measurements made by cloud microphysics probes at Jungfraujoch, version 3.6 of the WRF model was used (Skamarock et al., 2008). A single model domain was set up surrounding Jungfraujoch, with a horizontal resolution of 1 km, covering 149 grid points in the north–south direction and 99 grid points in the east–west direction. The higher spatial resolution was required as the real orography is more complicated than the idealised topography used by Muhlbauer and Lohmann (2009). Ninety-nine vertical levels were used, which follow the terrain as sigma levels, providing a level spacing of between 58 and 68 m close to the terrain surface and between 165 and 220 m at the model top, which was situated at ∼20 km. A time step of 3 s was used, to satisfy the Courant–Freidrichs–Lewy (CFL) stability criterion, as the complex orography surrounding Jungfraujoch can cause CFL violations.

The orography in the model is interpolated from surface data with a spatial resolution of 2 min, with the height of Jungfraujoch in the model being 3330 m a.s.l. The resolution of 2 min was used, as the steep gradients present in the 30 s resolution orographic data cause CFL stability problems, which prevent the model simulation from running over the Jungfraujoch region for the duration of the field campaign. The model was run using operational analysis data from the European Centre for Medium-range Weather Forecasting to initialise the model and provide boundary conditions at the edge of the domain, which were updated every 6 h. The model simulations were found to have a spin-up time of 40 h using the vertical wind field that was output from the simulation.

To model the cloud microphysics, the Morrison two-moment scheme was used, which is described in Morrison et al. (2005, 2009). The number of ice crystals per litre produced from deposition and condensation freezing, \(N_{i,dc}\), is defined in the Morrison scheme using the Cooper equation (Cooper, 1986; Rasmussen et al., 2002):

\[
N_{i,dc} = 0.005 \exp[0.304(T_0 - T)],
\]

where \(T_0 = 273.15\) K and \(T\) is the temperature in K. The equation is based on in situ measurements of heterogeneous ice nucleation by deposition and condensation freezing. At \(T = 258.15\) K (−15°C), the parameterisation predicts ice concentrations of 0.4779 L−1. Chou et al. (2011) measured INP concentrations at Jungfraujoch of approximately 10 L−1 below water saturation using a portable ice nucleation chamber at −29°C, whilst Conen et al. (2015) measured concentrations of 0.01 L−1 at −10°C. As the Cooper parameterisation predicts INP concentrations between these values, the parameterisation can be used to assess the ice concentration at Jungfraujoch. The conditions under which the parameterisation is used were adapted for the Morrison scheme from Thompson et al. (2004), and are active either when the saturation ratio with respect to ice is greater than 1.08 or when the model is saturated with respect to water and the temperature of the model is below -8°C. The Morrison scheme also includes parameterisations for the freezing of droplets by contact nuclei (Meyers et al., 1992) and by immersion freezing (Bigg, 1953).

The short-wave and long-wave radiation are parameterised in the model using the Goddard scheme (Chou and Suarez, 1999). No cumulus parameterisations were used, as the resolution of the model should provide sufficient detail to resolve clouds at grid-scale.

Several WRF simulations were run as part of our investigation and these are summarised in Table 1. Each simulation was run for the time period of the INUPIAQ campaign, between 20 January 2014 00:00 UTC and 28 February 2014 00:00 UTC, and completed in a single, continuous model simulation with no reinitialised simulations used in our research. The initial WRF simulation for INUPIAQ formed a control simulation to assess the validity of the model, as well as allowing a basis for comparison with simulations adjusted to include additional microphysical processes.

### 2.4 Model validation

To assess the validity of the model, the WRF control simulation was compared with observed meteorological data from a number of MeteoSwiss observation stations throughout the domain, which are detailed in Table 2 and Fig. 1. Each site provided data for wind speed, wind direction, temperature and relative humidity, which are compared with the output.
Table 2. Locations of four MeteoSwiss stations used to obtain meteorological data throughout the INUPIAQ campaign.

<table>
<thead>
<tr>
<th>Site</th>
<th>Latitude, °N</th>
<th>Longitude, °E</th>
<th>Altitude, m</th>
<th>Model Altitude, m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jungfraujoch</td>
<td>46.55</td>
<td>7.99</td>
<td>3580</td>
<td>3330</td>
</tr>
<tr>
<td>Eggishorn</td>
<td>46.43</td>
<td>8.09</td>
<td>2893</td>
<td>2320</td>
</tr>
<tr>
<td>Grimsel Hospiz</td>
<td>46.57</td>
<td>8.33</td>
<td>1980</td>
<td>2186</td>
</tr>
<tr>
<td>Titlis</td>
<td>46.77</td>
<td>8.43</td>
<td>3040</td>
<td>2337</td>
</tr>
</tbody>
</table>

Figure 1. Location of MeteoSwiss observation stations.

from the first prognostic atmospheric level of the control simulation at each location, with the model altitudes listed in Table 2. Figures 2–5 show the comparisons for each of the meteorological variables, and the bias and root mean square error (RMSE) between the model and the observations is shown in Table 3.

Figures 2–5 show that the meteorological data compare favourably with the meteorological variables simulated in the WRF control simulation. At Jungfraujoch, the model closely follows the observed temperature throughout the campaign at all times where observed data were available, and the model and observations are in agreement, with an average bias of 0.83 °C. At other sites, the simulated temperatures were less accurate, with periods during the campaign where significantly lower temperatures were observed at Titlis and lower wind speeds were observed at Grimsel Hospiz than the values determined from the WRF simulation at these sites. The RMSE between the model and observed temperature at Titlis was also higher than for the other stations. The differences between the simulation and observations at Titlis relate to the close proximity of the station to the edge of the domain, where the model is sensitive to the boundary conditions, causing the discrepancy between the control simulation and the meteorological observations. However, as Jungfraujoch is at the centre of the model domain, the sensitivity to boundary conditions is considerably lower than at Titlis. Also, the resolution of the orography causes the height of the sites in the model to be reduced. The height at Titlis in the model is 2234 m a.s.l., much lower than the actual height (3040 m a.s.l.) of the site. As a result, the temperature in the model will be warmer as the location of Titlis in the model is lower in altitude. In contrast, the difference in height between the model and reality is much smaller at Jungfraujoch (~280 m), so the difference in temperature is considerably less. Hence the MeteoSwiss data show that the model provides a good representation of the atmospheric conditions over Jungfraujoch for our research.
Figure 2. A comparison of the air temperature at four MeteoSwiss observation stations with the WRF control simulation during the INUPIAQ field campaign.

Table 3. Bias and root mean square error of temperature, relative humidity, wind speed and wind direction between the WRF control simulation and measurements taken at four MeteoSwiss stations.

<table>
<thead>
<tr>
<th>Site</th>
<th>$T_{\text{, } ^\circ\text{C}}$ Bias</th>
<th>RMSE</th>
<th>Relative humidity, % Bias</th>
<th>RMSE</th>
<th>Wind speed, m s$^{-1}$ Bias</th>
<th>RMSE</th>
<th>Wind direction, $^\circ$ Bias</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jungfraujoch</td>
<td>0.83</td>
<td>1.65</td>
<td>3.01</td>
<td>17.61</td>
<td>-0.55</td>
<td>2.87</td>
<td>-32.69</td>
<td>113.69</td>
</tr>
<tr>
<td>Eggishorn</td>
<td>2.20</td>
<td>3.01</td>
<td>5.35</td>
<td>22.80</td>
<td>0.98</td>
<td>4.57</td>
<td>-50.68</td>
<td>128.49</td>
</tr>
<tr>
<td>Grimsel Hospiz</td>
<td>-2.41</td>
<td>2.83</td>
<td>5.09</td>
<td>14.46</td>
<td>1.82</td>
<td>5.26</td>
<td>9.10</td>
<td>99.91</td>
</tr>
<tr>
<td>Titlis</td>
<td>3.82</td>
<td>4.19</td>
<td>1.96</td>
<td>16.02</td>
<td>-2.81</td>
<td>4.62</td>
<td>2.98</td>
<td>72.55</td>
</tr>
</tbody>
</table>

3 Comparison and explanations for differences between modelled and observed ice number concentrations

For the duration of the campaign, the ice number concentrations recorded using the 2D-S were compared with ice number concentrations simulated in the first atmospheric level of the WRF control simulation at Jungfraujoch (see red and blue lines in Figs. 6a and S1 in the Supplement). The control simulation regularly produced around $10^3$ fewer ice crystals than measured by the 2D-S at Jungfraujoch, similar to the discrepancies found in the literature between ice concentrations measured at mountain sites and on aircraft (Rogers and Vali, 1987), and between ice concentrations and predicted INP concentrations (Lloyd et al., 2015). We will now examine the cause of the discrepancy between the ice number concentrations simulated in WRF and the concentrations measured at Jungfraujoch.

3.1 Sensitivity of simulated ice concentration to simulated INP concentration

We first examine if the difference between modelled and measured ice concentrations is explained by additional INPs in the model. As touched upon in Sect. 2.3, measurements from previous field campaigns at Jungfraujoch have suggested varying INP concentrations of between 10 and 0.01 L$^{-1}$ (Chou et al., 2011; Conen et al., 2015). Whilst the previously measured INP concentrations have varied, they are still considerably lower than the ice number concentra-
A better comparison between the model ice number concentrations and the 2D-S concentrations is found when the number of INPs is multiplied by $10^3$. Taken in isolation, the ice number concentration simulated in the IN-3 simulation suggests that the Cooper equation used in the Morrison scheme significantly underestimates the INP concentrations in orographic clouds and that additional INPs are present in a mountainous environment.

However, increasing the INP concentration in the Morrison scheme generally causes the LWC in the simulation to decrease (see Fig. 6b). When freezing occurs in mixed-phase clouds, ice crystals grow at the expense of liquid droplets by the Bergeron–Findeisen process. The greater INP concentration in the model increases the number of small ice crystals produced at the onset of freezing. Figure 6b indicates that multiplying the INP concentration by $10^3$ generally causes the LWC to decrease to zero, with liquid water absent at Jungfraujoch for most of the IN-3 simulation. However, measurements from several liquid and ice cloud probes during the field campaign, as well as measurements made in previous field campaigns at Jungfraujoch, suggest liquid water is present even when large ice number concentrations are measured (Targino et al., 2009; Lloyd et al., 2015).

Additionally, Fig. 6c suggests that increasing the number of INPs by 3 orders of magnitude in the model fails to increase the IWC by enough to match the inferred IWC from the 2D-S. While the additional INPs have reduced the LWC to below the measured LWC at Jungfraujoch, the simulated crystals resulting from the additional INPs provide a lower IWC and hence smaller crystals than those measured by the 2D-S. Whilst increasing the INP concentration increases the IWC, this is always at expense of the LWC, suggesting that regardless of the INP concentration, the model does not con-
tain enough water in any state to represent the LWC and IWC measured at Jungfraujoch.

By only increasing the number of INPs calculated by the Cooper parameterisation, the increase in the number of ice crystals in the IN-1 and IN-3 is only due to deposition and condensation freezing. A better representation of the impact of an increased INP concentration on the clouds would be provided by also increasing the contact and immersion parameterisations of Meyers et al. (1992) and Bigg (1953) respectively. However, any increase in the ice concentrations in the model would cause a reduction in LWC due to the Bergeron–Findeisen process. Hence regardless of the freezing parameterisation chosen, any increase in INPs to match the ice concentrations observed at Jungfraujoch would reduce the LWC below the values observed at Jungfraujoch.

The IN-3 WRF simulation implies that concentrations similar to the measured ice number concentrations are not possible in mixed-phase clouds, which is in contrast to the measurements made at Jungfraujoch. As multiple ice and liquid probes from different field campaigns agree on the presence of both high ice and liquid water contents at Jungfraujoch (Choularton et al., 2008; Targino et al., 2009; Lloyd et al., 2015), the correct explanation for the observed ice number concentrations at Jungfraujoch is unlikely to be exclusively dependent on the INP concentration.

Validation of mixed-phase cloud at Jungfraujoch

To confirm that mixed-phase clouds are possible at Jungfraujoch with the both the measured and modelled ice number concentrations, we used the conditions for the existence of mixed-phase clouds derived by Korolev and Mazin (2003). In their paper, Korolev and Mazin (2003) provide an updraught speed threshold, above which mixed-phase conditions in a cloud can be maintained by the updraught speed. The threshold is based on the assumptions of a parcel model, and that a cloud must be water saturated for droplets to exist in clouds. The threshold updraught speed is defined by the following:

\[ u_{z,t} = \frac{b^* N_i \bar{r}_i}{a_0}, \]

where \( N_i \) is the number concentration of ice crystals, \( \bar{r}_i \) is the mean radius of ice crystals, and \( a_0 \) and \( b^* \) are thermodynamic variables dependent on the pressure and temperature of the parcel, as defined in Korolev and Mazin (2003).

The threshold updraught speed was calculated for both the measured and modelled ice concentrations. For the measured ice concentrations, the term \( N_i \bar{r}_i \) was calculated using the 2D-S size distribution, with measurements of temperature and pressure from Jungfraujoch also used to calculate \( u_{z,t} \). The vertical wind speed measured by the sonic anemometer at Jungfraujoch was then compared to \( u_{z,t} \). For the modelled
For the control WRF simulation, Fig. 7 shows the low ice concentrations significantly reduce $u_{z,t}$, such that the updraft threshold is close to zero, which is lower than the simulated values of $u_z$ at Jungfraujoch when updrafts are present in the model. When the INP concentrations in the WRF model are increased, more ice crystals are produced, which is caused by vapour deposition onto the additional INPs. The vapour deposition results in a reduction of the saturation ratio in the model. To maintain a saturation ratio which is greater than liquid saturation, a greater updraft speed is required. Hence increasing the INP concentration in WRF increases the updraft speed threshold for the existence of mixed-phase clouds.

Figure 7 indicates that when the INP concentrations are increased, the updraft speed threshold increases to values close to $u_z$ in the periods where updrafts are modelled at Jungfraujoch. During some periods, the simulated vertical wind speed is lower than the updraft speed threshold from the IN-3 simulation. During other periods, there is no updraft present, which would prevent mixed-phase conditions from being sustained. As the updraft speed is either lower than the threshold during these periods or not present at all, the Korolev and Mazin analysis predicts that mixed-phase clouds will not occur during these periods. The analysis supports the findings of the IN-3 simulation indicated in Fig. 6a and b.

A limitation of using the model to assess if mixed-phase clouds can exist is the difference between the simulated and observed vertical wind speed. Figure 7 shows that the observed vertical wind speed generally has significantly higher updraft velocities than the model, and shows an apparent absence of the downdrafts, which are simulated in the
Figure 6. (a) Comparison of 2D-S ice number concentration measured at Jungfraujoch during the INUPIAQ campaign with the ice number concentration from the control, IN-1 and IN-3 WRF model simulations. (b) Comparison of the CDP LWC measured at Jungfraujoch during the INUPIAQ campaign with the LWC from the control, IN-1 and IN-3 WRF model simulations. (c) Comparison of IWC inferred from 2D-S measurements at Jungfraujoch during the INUPIAQ campaign with the IWC from the control, IN-1 and IN-3 WRF model simulations.

Figure 7. Analysis of vertical wind speed $u_z$ with the updraught threshold required for the presence of mixed-phase cloud for both measurements at Jungfraujoch and the control and IN-3 simulations. The updraught threshold is calculated as defined by Eq. (2), which is adapted from Korolev and Mazin (2003).

model during the campaign. However, the resolution of the model causes the vertical wind speed outputs to represent a 1 km horizontal area at the surface of the model. In reality, the 1 km area surrounding Jungfraujoch contains very steep orography that cannot be accurately represented in the model. The actual terrain causes strong updraughts to blow up the steep slopes below Jungfraujoch, which cannot be fully represented in the model. Hence, the simulated vertical velocities may not accurately represent the vertical speeds observed at Jungfraujoch and may limit the usefulness of comparing vertical speeds and updraught thresholds from the model simulation to assess whether mixed-phase clouds can occur.

Nonetheless, the absence of the observed mixed-phase clouds in the IN-3 simulation implies that increasing the IN concentration alone cannot explain the measured ice number concentrations at Jungfraujoch. Results from our modelling suggest additional processes are important in the production of ice in orographic mixed-phase clouds.

3.2 Hallett–Mossop process upwind of Jungfraujoch

Ice multiplication processes such as the Hallett–Mossop process (Hallett and Mossop, 1974) have been suggested as an important mechanism in the production of ice crystals in mixed-phase clouds. Rogers and Vali (1987) suggested in their study at Elk Mountain that the Hallett–Mossop is not responsible for the increased ice number concentrations as the droplet sizes are not sufficiently large enough to cause splinter production. In addition they suggested that temper-
atures witnessed at Elk Mountain are outside the Hallett–Mossop temperature range of −3 to −8 °C. During the INU-PIAQ campaign, the temperatures observed at Jungfraujoch were generally colder than −8 °C, ruling out secondary ice production at the site via the Hallett–Mossop process (Lloyd et al., 2015). However, Targino et al. (2009) suggested that as Jungfraujoch is generally above cloud base, the Hallett–Mossop process could occur below Jungfraujoch at higher temperatures, and that splinters could be lifted from the cloud base to increase ice number concentrations at the summit. For secondary ice production to occur at cloud base, supercooled liquid water and ice crystals must both be present. In addition, the temperature at cloud base must be within the Hallett–Mossop temperature range, and a strong updraught must be present to advect the newly produced splinters towards Jungfraujoch.

To establish if splinters were transported to Jungfraujoch from cloud base, back trajectories were calculated using the WRF control simulation output. By assuming the wind field $-u_{ijk}$ at the initial output time was constant along the back trajectory, the back trajectories were calculated.

$$\Delta x_{ijk} = -u_{ijk} \Delta t,$$ (3)

where $\Delta t = 30$ is the time step in seconds. At each point along the trajectories, the WRF output fields were interpolated from nearest WRF output variables to the point. Using the LWC $q_l$ and ice number concentration $n_{ice}$, the production rate of splinters formed by the Hallett–Mossop process was calculated.

$$\frac{dn_{ihm}}{dt} = q_l V_f A \eta n_{ice},$$ (4)

with $V_f$ denoting the fall speed of the ice particle, $A$ denoting the area swept out by the ice crystal and $\eta$ the number of splinters produced per µg of rime. $\eta$ is defined as $350 \times 10^6$ splinters kg$^{-1}$ following Mossop and Hallett (1974), whilst the ice crystals were assumed to be spherical with diameters of 500 µm, and falling at 2 ms$^{-1}$. As the model resolution is finite, we define the temperature thresholds within which splinters are produced, conservatively using a slightly wider temperature range than Hallett and Mossop (1974), with the production rate set to 0 if the temperature was greater than −2 °C or less than −10 °C. The extended range was to prevent the splinter concentration being underestimated due to any differences between the constant temperature field in the model and the real temperature. The cumulative number of splinters produced along each back trajectory was then calculated to provide a maximum number of splinters that could be produced along the back trajectory. The calculation of the total concentration of ice splinters along the back trajectory assumes that every ice splinter produced along the back trajectory is transported to Jungfraujoch and measured as an ice crystal, which is unlikely as the ice crystals would be reduced along the back trajectory by sedimentation or collisions with sedimenting particles.

The total number concentration of splinters produced along the back trajectory was added to the ice number concentration at Jungfraujoch and is compared with the ice number concentrations produced by the WRF control run and the 2D-S in Fig. 8.

When including the splinters calculated using Eq. (4), the ice number concentration from the WRF control simulation increases significantly during certain periods of the campaign, as indicated by the grey shaded areas in Fig. 8. For example on 1 February, the addition of splinters increases the WRF ice number concentration to within a factor of 10 of the 2D-S ice number concentration at Jungfraujoch. Figure 9 shows the back trajectory from 1 February 2014 at 19:00 UTC, plotted following the direction of the wind, which was south-easterly.

The high number of splinters calculated along the back trajectory is due to the constant presence of liquid water and ice crystals, in addition to the initial presence of a suitable temperature for splinter production. The simulation of splinters stops when the temperature falls below −10 °C after 20 min, producing a significantly larger concentration of ice splinters than simulated at Jungfraujoch in the control simulation. The conditions along the back trajectory suggest that during this case study the WRF model underpredicts the concentration of ice crystals produced by the Hallett–Mossop process quite considerably. Viewing the case in isolation, the inclusion of splinters produced at cloud base in the model would allow a better representation of the ice concentrations observed at Jungfraujoch.

However, as indicated in Fig. 8 the case on 1 February is not representative of the whole campaign, with only small concentrations of splinters simulated upwind of Jungfraujoch throughout most of the campaign. Figure 10 illustrates that on 26 January, where the observed and modelled ice number concentrations differ by 3 orders of magnitude, no splinters are simulated. The absence of secondary ice along the back trajectory is a response to the temperature remaining below −10 °C throughout the ascent of the air towards Jungfraujoch, causing no splinters to be produced, despite the presence of both supercooled water and ice crystals. As a result, there is no increase in ice crystal concentration at Jungfraujoch for the 26 January case. Hence, the Hallett–Mossop process occurring below cloud base is not the main reason for the large discrepancy between the measured and modelled ice number concentration during this period.

However, during certain periods splinter production may contribute to the difference between the modelled and measured ice number concentrations. Also, the influence of secondary ice production on the ice concentration in mountainous regions may differ due to seasonal or spatial variations. Secondary ice production may significantly enhance ice number concentrations in regions at different altitudes or at different times of the year, if the temperatures in these re-
Figure 8. Comparison of ice number concentrations from the WRF control simulation, the control simulation with the addition of rime splinters produced by the Hallett–Mossop process calculated using Eq. (4), and the 2D-S probe at Jungfraujoch during the INUPIAQ campaign. The grey-shaded areas indicate periods where the ice number concentration including the splinters is at least a factor of 10 greater than the concentration from the WRF control simulation.

Figure 9. Variations in dynamical and microphysical properties along a back trajectory of air between a point upwind of Jungfraujoch and Jungfraujoch on 1 February 2014, assuming a constant wind field. The constant wind field is taken from the WRF control simulation output of 1 February 2014 at 19:00 UTC. (a) Temperature and altitude along the back trajectory, with the red dashed line illustrating the $-8^\circ$C isotherm. (b) LWC and IWC along the back trajectory. (c) Ice number concentration from the WRF control run along the back trajectory, and the cumulative number of splinters produced along the trajectory, calculated using Eq. (4). (d) Vertical wind speed along the back trajectory.

3.3 Inclusion of snow concentration in ice concentration

The ice number concentration simulated in WRF may be reduced by the misrepresentation of some ice crystals as snow crystals. Ice is converted to snow in the Morrison scheme when ice size distributions grow by vapour diffusion to sizes greater than a threshold mean diameter. The Morrison scheme uses a threshold mean diameter of 125 µm following Harrington et al. (1995). However, Schmitt and Heymsfield (2014) implied that the threshold diameter can vary significantly in real clouds, suggesting threshold diameters of 150 and 250 µm for two separate case studies. Raising the threshold diameter for autoconversion in the microphysics scheme may provide a simulated ice number concentration which is
more representative of the 2D-S measurements at Jungfraujoch.

To assess whether the discrepancy between the measured and modelled ice number concentrations is caused by ice being incorrectly converted to snow, the frozen concentration was calculated by adding the modelled snow and ice number concentrations together. Whilst the snow number concentration will include falling snow in addition to large ice, this is only significant if the frozen concentration is greater than the measured ice number concentration.

The increase in ice number concentration with the addition of snow is not significant enough to match the ice number concentrations observed at Jungfraujoch. Figure 11 suggests the number of snow crystals is small compared to the difference between the modelled and observed ice number concentrations. The inclusion of snow into the ice number concentrations fails to increase the concentrations by the three orders of magnitude required to match the observed concentrations.

3.4 Flux of crystals from surface

After careful analysis, Lloyd et al. (2015) suggested that whilst blowing snow influenced ice number concentrations periodically, the effect provided only a minor contribution to the ice number concentration at Jungfraujoch. However, they also suggested that a surface ice generation mechanism was potentially the source of the high ice number concentrations witnessed at Jungfraujoch. Along with Rogers and Vali (1987), they speculated that it was possible for crystals growing on the surface of the mountain to be blown by surface winds into the atmosphere and influence the ice number concentration. Furthermore, Vali et al. (2012) found the existence of ground-layer snow clouds, which are clouds found to form close to the surface over snow-covered ground. Vali et al. (2012) suggested that ground-layer snow clouds formed by particles, which could be snow or ice, were being lifted from the surface. The high ice number concentrations observed at Jungfraujoch could be caused by these ground-layer snow clouds, with a flux of surface crystals not represented in the model causing the high ice number concentrations measured.

Ice which forms on snow surfaces is known as surface hoar or hoar frost. Surface hoar forms by deposition of water vapour onto the snow surface in supersaturated air at temperatures below 0 °C (Na and Webb, 2003; Polkowska et al., 2009). Wind also has a significant effect on surface-hoar development, with ideal wind speeds for formation between 1–2 m s\(^{-1}\) (Hachikubo and Akitaya, 1997). Stossel et al. (2010) discovered that surface-hoar formation occurs during clear nights with humid air and can survive throughout the day. Previous research has mostly been motivated by understanding avalanche formation, with research focused on the formation (Colbeck, 1988; Hachikubo and Akitaya, 1997; Na and Webb, 2003) and spatial variability of the phenomena (Helbig and Van Herwijnen, 2012; Shea and Jamieson, 2010; Galek et al., 2015). The research into atmospheric impacts of surface hoar have been limited.

However, the atmospheric influence of frost flowers, a similar phenomena to surface hoar, is the subject of much research. Frost flowers are highly saline crystals which form...
on freshly formed sea ice that is significantly warmer than the atmosphere above (Perovich and Richter-Menge, 1994; Style and Worster, 2009). Similarly to surface hoar, they require the presence of supersaturated air with respect to ice above the surface (Rankin et al., 2002), and grow by vapour deposition (Domine et al., 2005). Atmospheric scientists have shown particular interest in the role of frost flowers in the production of sea salt aerosol in the atmosphere (Rankin and Wolff, 2003; Alvarez-Aviles et al., 2008). Xu et al. (2013) provided an observation-based parameterisation of the atmospheric flux of aerosol from frost flowers. The parameterisation has an exponential dependency on wind speed and was included in the WRF-Chem model. Xu et al. (2013) found the inclusion of frost flowers in the model enabled a better agreement between modelled and measured sea salt aerosol concentrations. However, it should be noted that frost flowers have been observed to exist at high wind speeds (12 m s\(^{-1}\)) without the production of aerosol into the atmosphere (Roscoe et al., 2011), leaving uncertainty as to whether aerosols can be blown from frost flowers into the atmosphere.

Similarly, several studies have formulated a flux of blowing snow into the atmosphere. These formulations are generally much more complicated surface-atmosphere models, which have divided the transport of blowing snow into two layers: saltation and turbulent suspension (Lehning et al., 2008; Vionnet et al., 2014). The saltation layer is the movement of blowing snow which is only blown slightly off the surface into the atmosphere before returning to the surface. The turbulent suspension layer includes particles which are transported by the wind without contact with the ground. In Vionnet et al. (2014), the evolution of the number of blowing snow particles in the turbulent suspension layer \(N_s\) is modelled using

\[
\frac{\partial N_s}{\partial t} + \sum_{j} \nabla_j \left( N_s V_j \right) = \left( N_s \delta_{ij} \right) + S_N,
\]  

(5)

where \(\mathbf{u}\) is the 3-D wind vector, \(V_j\) represents the particle fall speed, and \(S_N\) is sublimation sink. Vionnet et al. (2014) also determined when blowing snow was transferred between the surface, saltation layer, suspension layers, and the atmosphere above, by using several coupled models. The derivation of blowing snow in Vionnet et al. (2014) is complicated when compared with the flux of frost flowers used by Xu et al. (2013), but provides a better representation of lower atmospheric processes.

Whilst the flux is of sea salt aerosol, the flux equation provided by Xu et al. (2013) does not require the definition of either the aerosol concentration or the frost flower density, and essentially provides a flux which is only dependent on wind speed. Feick et al. (2007) suggested that the most important influence on surface-hoar destruction is wind, implying that the crystals on the surface are removed by the wind blowing the crystals into the atmosphere. As the aerosol flux derived by Xu et al. (2013) and the removal of hoar crystals from the surface are both strongly dependent on wind, the flux can be used to model hoar crystals being blown from the surface. The Morrison microphysics scheme includes terms for advection, sedimentation and sublimation, which would influence the ice crystals added by the flux, and represents some of the lower atmosphere processes included in the blowing snow formulation of Vionnet et al. (2014). However, the Morrison microphysics does not include turbulent diffusion effects, which are represented in the blowing snow scheme of Vionnet et al. (2014). Whilst turbulent diffusion is an important influence of surface particle transport, it is difficult to accurately represent turbulence over the relatively large grid spacing in the model in mountainous terrain.

---

**Figure 11.** Comparison of measured 2D-S ice number concentration at Jungfraujoch during the INUPIAQ campaign with the ice concentration and the total frozen concentration measured by the control WRF model simulation at Jungfraujoch.
Nevertheless, the lack of turbulence provides a limitation of
the surface ice crystal flux. Additionally, no representation
of particles in the saltation layer is included, or the transfer
of particles in the saltation layer to or from the atmosphere,
which could increase or decrease the number of surface crys-
tals added to the atmosphere.

We adapted the aerosol flux from Xu et al. (2013) for in-
clusion in our simulations to assess if the discrepancy be-
tween modelled and measured ice number concentrations can
be found. The surface ice crystal flux was calculated using
the following:

\[ \phi = e^{0.24u_0 - 0.84} \]  

where \( u_0 \) is the horizontal wind speed at the surface of
the model and \( \phi \) is unitless. \( \phi \) is then multiplied by a magni-
tude of crystals per surface area per second to give the sur-
face ice crystal flux. A number of restrictions were applied to
the surface ice crystal flux formulation to accurately repre-
sent where surface hoar develops and how surface hoar is
blown into the atmosphere. To ensure the flux remained only
as a surface effect, the flux was applied only to the first level
of the model. As surface hoar only grows in the atmosphere
when the temperature is below freezing and the air is wa-
ter saturated (Na and Webb, 2003; Polkowska et al., 2009),
the flux is limited to regions where the temperature is less
than 0°C and the relative humidity is greater than 1. A min-
imum horizontal wind speed of 4 m s\(^{-1}\) was applied to the
flux, as surface hoar forms at 1–2 m s\(^{-1}\) (Hachikubo and Ak-
itaya, 1997) and hence crystals are unlikely to be blown into
the atmosphere at these wind speeds. To better represent ar-
ares where surface hoar forms on the surface, the latent heat
flux at the surface has been previously used to model peri-
dods of surface-hoar formation (Stossel et al., 2010; Horton
et al., 2014). Horton et al. (2014) suggests that surface hoar
forms when the latent heat flux to the surface is positive. Us-
ing the latent heat flux modelled by the NOAH land-surface
model in WRF, we assume that if the latent heat flux towards
the surface is positive, then the surface hoar is present to be
blown into the atmosphere. Hence the surface ice crystal flux
is only active if the latent heat flux is positive. The positive
latent heat flux represents the growth of surface hoar, which
appears contradictory to the removal of surface hoar by the
wind speeds above the wind threshold. However, without ac-
curate measurements of surface hoar to use in the model, the
flux of latent heat to the surface allows a representation of
where surface hoar is present at the surface of the model.

Whilst the latent heat flux provides some indication of the
spatial and temporal variations of surface hoar, no depend-
ce on diurnal effects or variations in surface snow cover
are included in the flux. The size of the surface hoar crystals
was assumed to be 10 µm. Whilst 10 µm is a small size for
an ice crystal, the choice of this size is to allow the crystals
to remain in the atmosphere, as larger sizes may immediately
fall out due to their higher terminal velocities.

Two WRF simulations were run, including the surface
crystal flux. The first was Surf-6, which assumed the flux
magnitude of \(10^6\) m\(^{-2}\) s\(^{-1}\) following Geever et al. (2005) and
Xu et al. (2013). The flux magnitude assumed in the Surf-6
simulation assumes that the number of surface hoar crystals
blown into the atmosphere is equal to the number of frost
flowers in Xu et al. (2013). A second simulation (Surf-3) was
then run with the flux magnitude reduced to \(10^3\) m\(^{-2}\) s\(^{-1}\).

The ice number concentrations, LWC and IWC from the
Surf-6 and Surf-3 simulations are compared with the 2D-S
ice number concentrations in Fig. 12, with a one-to-one com-
parison of the Surf-3 and 2D-S ice number concentrations
presented in Fig. S3 of the Supplement.

The Surf-6 is in good agreement with the 2D-S, although
with higher concentrations in the model than measured at
Jungfraujoch. The 2D-S and the Surf-6 WRF simulations
generally differ by approximately a factor of 100 throughout
the campaign. The increase in concentration is unsurprising,
as the flux is adapted from an equation based on aerosol con-
centrations emitted from frost flowers. As the surface crystal
flux is an ice concentration, the magnitude of the flux is likely
to be smaller than the magnitude used by Xu et al. (2013),
which was for an aerosol concentration. Figure 12a indicates
that by reducing the magnitude of the flux, Surf-3 provides
a much better agreement with the ice number concentration
measured at Jungfraujoch throughout the campaign.

As the surface crystal flux is high, a large number of small
ice crystals are ejected from the surface in the model. These
crystals grow rapidly by vapour deposition in ice supersatu-
rated conditions. In order to continue to grow by vapour de-
position, the ice crystals scavenge vapour from any droplets
present and deplete the liquid water from the model by the
Bergeron–Findeisen process. As indicated in Fig. 12b, the
LWC in the Surf-6 simulation is scavenged by the ice num-
ber concentration and does not agree with the LWC measured
by the CDP at Jungfraujoch. The large ice number concen-
tration blown into the atmosphere from the surface rapidly
depletes the liquid water at Jungfraujoch in the model, fur-
ther suggesting the magnitude of the flux in Surf-6 is unreal-
estic. Figure 12b shows that by reducing the flux magnitude,
the LWC simulated in Surf-3 compares much better with the
CDP than Surf-6, with the differences between the model and
measurements no greater than a factor of 3 and, for the most
part of the campaign, within a factor of 2.

Figures 13 and 14 show the ice number concentrations and
LWCs from the Surf-3 simulation during a period where both
ice and liquid are present at Jungfraujoch. Figure 13 indicates
that the ice concentration is heavily increased by the surface
ice concentration and that the surface ice is not advected high
into the atmosphere. The high surface concentrations support
the findings of Rogers and Vali (1987) that ice concentrations
aloft were much lower than at the surface. The high LWC
close to the surface in Fig. 14 indicates the presence of a
strong sustained cloud in the model, which further supports
the presence of mixed-phase clouds at Jungfraujoch.
In Fig. 12c, the IWC suggests that the inclusion of the surface flux increases the IWC when compared with the control simulation, but does not match the IWC inferred from the 2D-S. Clearly the growth of the advected crystals by vapour deposition in the model is not significant enough to increase the IWC to match the measured IWC at Jungfraujoch. As the number of ice crystals are similar between the model and measurements, the difference in IWC must be due to the assumption that the surface crystals are 10 µm in size. As smaller ice crystals contribute less to the IWC than larger particles, an increase in the size of the surface crystals in the model would be required to match the 2D-S inferred IWC, suggesting that the small surface hoar crystals are a limitation of the surface crystal flux parameterisation. However, increasing the size of the ice crystals may rapidly increase the sedimentation of particles, causing fewer ice crystals to be blown from the surface of the model.

One limitation of using a surface crystal flux parameterisation dependent on wind speed is that the modelled ice concentration becomes more dependent on wind speed. Figure 15a indicates that at horizontal wind speeds greater than 4 m s$^{-1}$, there is a strong correlation between the ice concentration simulated in Surf-3 at Jungfraujoch and the simulated wind speed. When compared with the findings of Lloyd et al. (2015, specifically Figs. 16a–d and 17a–d in their paper) and Fig. 15b, the ice crystal concentration in the Surf-3 simulation is much more dependent on wind than the 2D-S ice crystal concentrations. The dependency of the Surf-3 simulation on wind speed suggests that the use of a surface flux in the model does not accurately represent the observed ice concentrations and that a flux dependant on wind speed may not be the cause of the ice concentrations at Jungfraujoch. However, as the horizontal wind speeds in the Surf-3 simulation are simulated at a 1 km resolution, the simulation cannot accurately represent the localised turbulent flow over the mountainous terrain. The turbulent flow close to the surface differs from the representation of wind in the WRF model, and may cause the ice concentration to be less dependent on the larger-scale horizontal wind, even if the surface ice crystal flux is dependent on horizontal wind. To better assess whether a surface ice crystal flux is causing the high ice concentrations observed at Jungfraujoch, an improved representation of small-scale turbulent flow is required in the WRF model or the surface ice crystal flux.

Additionally, the surface crystal flux is independent of the surface concentration of surface hoar crystals. As the surface of the mountains upwind of Jungfraujoch will vary in distribution of surface hoar crystals present on the surface, the flux will vary dependent on the distribution of surface hoar crystals, in addition to the wind speed. Whilst some spatial and temporal variation is provided by the condition that surface hoar only exists in the model when the surface latent heat flux
Figure 13. Ice number concentrations at 20:00 UTC on 13 February 2014 from the WRF model simulations, including the addition of crystals from the surface crystal flux in three views. Panel (a) represents a horizontal cross section at the height of Jungfraujoch in reality (3570 m a.s.l.), with the red dashed lines representing the vertical cross sections in panels (b) and (c). Panel (b) represents an east–west vertical cross section at 46.55° latitude, with red dashed line indicating the horizontal cross section in panel (a), and blue contours indicating isotherms in kelvin. Panel (c) represents a north–south vertical cross section at 7.98° longitude, with red dashed line indicating the horizontal cross section in panel (a), and blue contours indicating isotherms in kelvin. In all three panels the location of Jungfraujoch is represented by the red star. The prevailing wind direction is north-westerly.

Figure 14. As Fig. 13 except for LWC at 20:00 UTC on 13 February 2014.
Nonetheless, the results of the Surf-3 simulation suggest that the aerosol flux of Xu et al. (2013) can be adapted into a surface crystal flux and used in WRF simulations. The Surf-3 simulation suggests that the inclusion of a surface crystal flux are in good agreement with measured ice number concentrations without depleting the LWC from the model, as was observed at Jungfraujoch. The Surf-3 simulation suggest that the mixed-phase clouds observed at Jungfraujoch are influenced by a surface ice flux mechanism that enhances the ice concentration, similar to the ground-layer snow clouds witnessed by Vali et al. (2012). The results also support the suggestions of Lloyd et al. (2015), proposing that surface hoar could be the source of the ice crystals at Jungfraujoch. However, an improved representation of particle size, distribution and the turbulent effects on the surface crystal flux is required to fully understand the cause of the high ice concentrations observed at Jungfraujoch.

## 4 Conclusions

In this paper, ice number concentrations from WRF model simulations were compared with ice number concentrations measured in orographic clouds of Jungfraujoch during the INUPIAQ campaign. The ice number concentrations simulated in the model were significantly lower than the concentrations measured in situ, which showed similarly high ice number concentrations to the concentrations witnessed in orographic clouds in previous field campaigns (Rogers and Vali, 1987; Targino et al., 2009). Suggestions for the high ice number concentrations witnessed in orographic clouds were explored using the model simulations.

Whilst increasing INP concentrations in the model produced a better representation of the observed ice number concentrations, the removal of liquid water from the model caused by the increased INP concentrations suggested that greater INP concentrations in the model would prevent the existence of the mixed-phase clouds witnessed at Jungfraujoch. Mixed-phase clouds are regularly witnessed at Jungfraujoch (Choularton et al., 2008; Lloyd et al., 2015), hence an accurate representation of LWC is required to understand the formation and influence of these orographic clouds. Our simulations suggest that whilst additional primary ice nucleation may contribute to ice concentrations in orographic clouds, increasing the INP concentration is not likely to be responsible for the high ice number concentrations observed.

Previous literature also suggested secondary ice production might contribute to an increased ice number concentration in orographic clouds. During the INUPIAQ campaign temperatures observed were outside the temperature range suggested by Hallett and Mossop (1974), implying ice multiplication was not responsible for increasing ice number concentrations. Following Targino et al. (2009), we analysed whether splinter production could occur close to cloud base and be blown into the cloud, and found, using back trajecto-
ries, that splinter concentrations only infrequently matched observed ice number concentrations. Whilst secondary ice production may be important in orographic clouds at warmer temperatures, secondary ice appears to have only a limited influence on the ice number concentrations observed during the INUIPAQ field campaign.

To evaluate if a flux of surface crystals influenced the ice concentrations in the orographic clouds at Jungfraujoch, a flux of hoar crystals from the surface was adapted from a frost flower aerosol flux and introduced into the WRF model. The inclusion of the flux provided a good agreement with the ice number concentrations measured at Jungfraujoch, suggesting the existence of such a flux may explain why surface measurements are higher than aircraft measurements of ice number concentration witnessed by Rogers and Vali (1987). However, when compared with the wind speed, the modelled concentration retained a dependence on horizontal wind speed not observed for the observed concentrations in Lloyd et al. (2015). The surface crystal flux parameterisation included in our simulations is a simple parameterisation, and small-scale turbulence is not represented in either the model or the parameterisation, which could reduce the influence of wind speed on the modelled concentrations. Also, the parameterisation is independent of the surface concentration of surface hoar crystals. The inclusion of spatial and temporal variations of surface hoar suggested by Stossel et al. (2010) in the parameterisation is required to improve the accuracy of the surface flux. Nevertheless, the surface crystal flux parameterisation in this paper provides a good comparison with the observed ice number concentrations. Following Vali et al. (2012) and Lloyd et al. (2015), we suggest that ice concentrations in orographic clouds over snow surfaces are heavily influenced by a flux of surface crystals into the clouds.

Whilst aerosols acting as INPs are important in initiating the production of ice in orographic clouds, they alone cannot explain the high ice number concentrations observed. There remains uncertainty on the exact causes of the high ice number concentrations in orographic clouds; however, we suggest the uncertainty may be accounted for by a flux of surface crystals from the surface of the mountain. To verify the influence of a flux of surface crystals on orographic clouds, observations and measurements of the flux are required. If the measurements confirm the effect, an improved representation of the flux can be provided using the new data set and can be verified with the current field measurements.
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