Tracing the second stage of ozone recovery in the Antarctic ozone-hole with a “big data” approach to multivariate regressions
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Abstract. This study presents a sensitivity analysis of multivariate regressions of recent springtime Antarctic vortex ozone trends using a “big data” ensemble approach.

Our results indicate that the poleward heat flux (Eliassen–Palm flux) and the effective chlorine loading respectively explain most of the short-term and long-term variability in different Antarctic springtime total ozone records. The inclusion in the regression of stratospheric volcanic aerosols, solar variability and the quasi-biennial oscillation is shown to increase rather than decrease the overall uncertainty in the attribution of Antarctic springtime ozone because of large uncertainties in their respective records.

Calculating the trend significance for the ozone record from the late 1990s onwards solely based on the fit of the effective chlorine loading is not recommended, as this does not take fit residuals into account, resulting in too narrow uncertainty intervals, while the fixed temporal change of the effective chlorine loading does not allow for any flexibility in the trends.

When taking fit residuals into account in a piecewise linear trend fit, we find that approximately 30–60% of the regressions in the full ensemble result in a statistically significant positive springtime ozone trend over Antarctica from the late 1990s onwards. Analysis of choices and uncertainties in time series show that, depending on choices in time series and parameters, the fraction of statistically significant trends in parts of the ensemble can range from negligible to a complete 100% significance. We also find that, consistent with expectations, the number of statistically significant trends increases with increasing record length.

Although our results indicate that the use multivariate regressions is a valid approach for assessing the state of Antarctic ozone hole recovery, and it can be expected that results will move towards more confidence in recovery with increasing record length, uncertainties in choices currently do not yet support formal identification of recovery of the Antarctic ozone hole.

1 Introduction

An important question in 21st century ozone research is whether the ozone layer is starting to recover as a result of the measures taken to reduce emissions of ozone-depleting substances (ODSs) as agreed on in the Montreal Protocol (UNEP, 2012) and its subsequent amendments and adjustments.

The World Meteorological Organization has defined three different stages of ozone recovery (WMO, 2007). The first stage consists of a slowing of ozone depletion, identified as the occurrence of a statistically significant reduction in the rate of decline in ozone due to changing stratospheric halogens. The second stage revolves around the onset of ozone increase (turnaround), identified as the occurrence of statistically significant increases in ozone – above a previous minimum value – that can be attributed to declining stratospheric halogens. Note that what is meant by “statistically significant” is not specified. Finally, the third stage is the full recovery of ozone from ODSs, identified as when the ozone layer is no longer affected by ODSs, or alternatively, once stratospheric ozone levels have returned to pre-1980 values.

The first stage of ozone recovery has already been identified in observations to have occurred roughly in the late 1990s (WMO 2007, 2011). The third stage is not expected to occur until somewhere halfway through the 21st century or later (WMO, 2011). The spatial distribution of total ozone
after the third stage probably differs somewhat from the pre-1980 distribution due to climate change – in particular changes in the stratospheric chemical composition and temperature structure (Bekki et al., 2011, and references therein).

As far as the second stage of ozone recovery is concerned, it has recently been argued that a statistically significant increase in ozone – beyond a minimum – that is attributable to decreases in ODSs can be identified for the Antarctic ozone hole (Salby et al., 2011, 2012; Kuttippurath et al., 2013; Knibbe et al., 2014). To some extent this is surprising as it has long been thought that identification of the second stage of ozone recovery could only be expected after 2020 (e.g., Newman et al., 2006; Eyring et al., 2007). Those estimates were based on (model) simulations of ozone from which it is calculated when the ozone trend from a certain starting year onwards would qualify for “statistically significant”, or, in other words, would emerge from the year-to-year natural variations in ozone (“noise”). Such methods implicitly assume that ozone variations around the trend are not deterministic (random).

However, it has also long been established that many stratospheric ozone variations are in fact deterministic. Various processes have been identified that affect stratospheric ozone variability in the Southern Hemisphere on an inter-annual basis, like volcanic aerosols (Telford et al., 2009), the Southern Annular Mode (SAM) (Thompson and Wallace, 2000; Jiang et al., 2008), the poleward heat flux or Eliassen–Palm flux (EP flux) (Randel et al., 2002), solar variability (Soukharev and Hood, 2006), and the quasi-biennial oscillation (QBO) (Jiang et al., 2008). If the physics and chemistry are sufficiently understood, it might be possible to filter out part of the ozone variations from the ozone records by means of a multivariate regression, resulting in a smoother ozone record for which trend significance might be reached earlier. This approach, in essence, forms the basis of the suggested identification of the second stage of ozone recovery reported by Salby et al. (2011, 2012), Kuttippurath et al. (2013) and Knibbe et al. (2014).

However, none of these studies systematically considered the uncertainties in the proxies that were selected for the regressions. In addition, no motivation or discussion was provided for the choice of a specific ozone record, e.g., a consideration of taking annual, seasonal and/or monthly means of total ozone, and the integration over a chosen spatial domain.

Hence, we want to address the following question in this study: is the suggested detection of the second stage of ozone recovery robust when uncertainties in the regression parameters and for different selected ozone records are taken into account? This question is approached here with combined multiple-scenario – Monte Carlo ensemble simulations using the same regression methodology as presented in Kuttippurath et al. (2013) but by inclusion of various uncertainties leading to a large ensemble of different regressions. We analyze this “big data” ensemble for robustness of the individual regressions.

Kuttippurath et al. (2013) considered different Antarctic vortex definitions and thus different vortex ozone records. They found that regression results were not very sensitive to the Antarctic vortex definition. Hence, we decided to use September–November Antarctic vortex core (poleward of 70°S) average total ozone column based on the Multi Sensor Reanalysis (MSR; van der A et al. 2010), also because, from a practical point of view, this definition does not require additional information about the location of the vortex edge. The selected regressors are the SAM, solar flux, QBO, EP flux, stratospheric volcanic aerosols and the equivalent effective stratospheric chlorine (EESC), similar to Kuttippurath et al. (2013). The EESC can be used to estimate ozone trends. Kuttippurath et al. (2013) also calculated piecewise linear trends (PWLT) for estimating ozone trends as alternative for the EESC-based ozone trends, an approach we will follow here as well.

In this paper, we extend the analysis by introducing both several differing scenarios for the ozone record and regressor records of the EP flux, volcanic aerosols and EESC. Monte Carlo variations were applied to the regressor records of the solar flux, QBO and SAM by adding random variations. While we focus on parameter uncertainties in this study, additional uncertainties do exist, for example with respect to possible time lags between regressors and the ozone record. The resulting ensemble of regression results provides a big data pool of about 23 million different regressions that is analyzed in terms of probability distributions of the explanatory power of the regressions ($R^2$), the ozone trends and corresponding ozone trend uncertainties, and the regression coefficient values quantifying the dependence of ozone on a particular regressor. We also investigate whether some way of optimization is possible for the chosen scenarios, and we discuss the likelihood of detection of the second stage of ozone recovery within the context of all uncertainties presented. Note that the uncertainties discussed here differ from formal errors that come with a standard multivariate regression. Also note that we implicitly assume that the relation between the independent variables and ozone is linear, even though the relation may very well be nonlinear. The latter will to some extent be considered in our study and is part of the discussion of the results, but the issue of nonlinearity of the regressor–ozone relation is not addressed in detail, in particular because, as will be shown, for many regressors the nonlinearity of its relation with ozone is insufficiently characterized, or even unknown.

This paper is organized as follows. Section 2 describes the observational data sets used and the ozone and regressor scenarios or Monte Carlo simulations performed. Section 3 discusses the probability distributions of the explanatory power of the regressions, trends and regression values, including how the distributions depend on scenarios or Monte Carlo results. Section 4 discusses the question of detection of the second stage of ozone recovery, and in Sect. 5 a summary is given and some conclusions are drawn.
2 Multivariate regression parameter uncertainties

Online data sources of the ozone observation records and applied regressors can be found in Table 1.

2.1 Method

A common method for analyzing total ozone records is the use of a multivariate linear regression, a method that we will use in this paper as well. The goal of the method is to attribute both inter-annual and decadal variations in the ozone record to processes that are expected or known to affect the total ozone record (Kuttippurath et al., 2013, and references therein). In the regression, the total ozone variability (Y) as a function of time (t) is expressed as

\[
Y(t) = K + C_1 HF(t) + C_2 SAM(t) + C_3(SF \times QBO)(t) + C_4 Aer(t) + C_5 Trend(t) + \epsilon(t)
\]

where

- \( K \) is a constant and regression coefficients \( C_1 \) to \( C_5 \) are the regression coefficients for the respective proxies.
- The ozone trend \((C_5)\) can be related to the time-dependent equivalent effective stratospheric chlorine loading (EESC) or a PWLT before and after a predefined break year. The PWLT regressions are calculated by including two linear terms in the regression: the first term is a linear fit for the entire time window, and the second term is a linear term only for the years after a chosen break year (Kuttippurath et al., 2013).

The analysis of regression results will focus on two parameters that have previously been used in papers investigating Antarctic ozone recovery (Yang et al., 2008; Salby et al., 2011, 2012; Kuttippurath et al., 2013; Knibbe et al., 2014): the serial correlation \( R \) between the regression-based “reconstructed” ozone record and the observations, and the post-break trends and trend significance. Since the focus of our paper is to investigate trend significance, not specifically what

in the regression, the total ozone variability (Y) as a function of time (t) is expressed as

\[
Y(t) = K + C_1 HF(t) + C_2 SAM(t) + C_3(SF \times QBO)(t) + C_4 Aer(t) + C_5 Trend(t) + \epsilon(t)
\]

where

- \( K \) is a constant and regression coefficients \( C_1 \) to \( C_5 \) are the regression coefficients for the respective proxies.
- The ozone trend \((C_5)\) can be related to the time-dependent equivalent effective stratospheric chlorine loading (EESC) or a PWLT before and after a predefined break year. The PWLT regressions are calculated by including two linear terms in the regression: the first term is a linear fit for the entire time window, and the second term is a linear term only for the years after a chosen break year (Kuttippurath et al., 2013).

The analysis of regression results will focus on two parameters that have previously been used in papers investigating Antarctic ozone recovery (Yang et al., 2008; Salby et al., 2011, 2012; Kuttippurath et al., 2013; Knibbe et al., 2014): the serial correlation \( R \) between the regression-based “reconstructed” ozone record and the observations, and the post-break trends and trend significance. Since the focus of our paper is to investigate trend significance, not specifically what

parameters can best explain Antarctic ozone, we will only look in some detail at the usefulness of certain regressors. However, our analysis does provide indications of which regressors are more and less useful.

In Sects. 2.2 to 2.7 the uncertainty in each of the proxies that is used as a regressor is discussed. These uncertainty ranges determine the spread in the ensemble that is used in the “big data” analysis. A summary of the regressor uncertainties and how they are incorporated in this study can be found in Table 2. The solar flux and QBO are combined into one proxy as discussed in Sect. 2.3.

2.2 Poleward heat flux (EP flux)

Figure 1 shows the poleward heat flux, here represented by the (vertical) EP flux (Andrews et al., 1987) at the 70 hPa level and averaged poleward of 40°S for the combined months of August and September, as well as the average EP flux available for a given year for a variety of data sets. Note that the data sets do not all completely overlap in time. Before 2000 there are considerable differences between the data sets. After 2000 these differences are smaller, which to some extent is traced to the lack of ERA-40 data beyond 2001 and lack of JRA data beyond 2004. The lower panel shows the relative differences between the five data sets and their mean. The standard deviation of all data is 7.65 %, but from 2000 onwards only 2.67 %.

Another source of uncertainty in the use of the EP flux as proxy is the choice of the time window over which the average EP flux is calculated. This choice depends on what is thought to be the relationship between variations in EP flux and ozone depletion. The basic theory states that the poleward movement of stratospheric air is proportional to the strength of the residual mean stratospheric circulation (Brewer–Dobson circulation), which in turn is driven by the poleward eddy heat flux. The poleward eddy heat flux is expressed by the upward component of the Eliassen–Palm flux that measures the upward transport of momentum by planetary waves (Andrews et al., 1987; Salby et al., 2012, and references therein). Planetary wave activity in the Northern Hemisphere affects Arctic polar vortex stability and thus Arctic ozone depletion. However, to what extent this is similar in the Southern Hemisphere is still a topic of debate. The
Table 2. Summary of the uncertainties for the proxies discussed in Sects. 2.1 to 2.9 and their inclusion in the regression analysis in this study.

<table>
<thead>
<tr>
<th>Regressor</th>
<th>Variations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average EP flux</td>
<td>−70 hPa, 40–90° S, August–September (baseline)</td>
</tr>
<tr>
<td>−8 scenarios</td>
<td>− 0 hPa, 40–90° S, July–August</td>
</tr>
<tr>
<td></td>
<td>−70 hPa, 40–90° S, July–September</td>
</tr>
<tr>
<td></td>
<td>−70 hPa, 40–90° S, July</td>
</tr>
<tr>
<td></td>
<td>−70 hPa, 40–90° S, August</td>
</tr>
<tr>
<td></td>
<td>−70 hPa, 40–90° S, September</td>
</tr>
<tr>
<td></td>
<td>−70 hPa, 45–75° S, August–September</td>
</tr>
<tr>
<td></td>
<td>−100 hPa, 40–90° S, August–September</td>
</tr>
<tr>
<td>Solar-flux–QBO index</td>
<td>− Random variations in solar-flux–QBO anomalies</td>
</tr>
<tr>
<td>−100 Monte Carlo series</td>
<td>−200 % Gaussian noise variations on single solar-flux–QBO anomalies</td>
</tr>
<tr>
<td>SAM index</td>
<td>−100 % random error on annual mean SAM index values</td>
</tr>
<tr>
<td>−100 Monte Carlo series</td>
<td>− EESC shapes based on different age of air of 2.5, 4.0 and 5.5 years</td>
</tr>
<tr>
<td>EESC loading</td>
<td>− Baseline volcanic aerosol index (NASA GISS)</td>
</tr>
<tr>
<td>−3 scenarios</td>
<td>− Pinatubo peak scaled to El Chichón peak</td>
</tr>
<tr>
<td></td>
<td>− Pinatubo peak 2.5 times the El Chichón peak</td>
</tr>
<tr>
<td></td>
<td>− Pinatubo peak 5 times the El Chichón peak</td>
</tr>
<tr>
<td></td>
<td>− El Chichón peak shifted 1 year back compared to Pinatubo peak</td>
</tr>
<tr>
<td></td>
<td>− Pinatubo peak shifted 1 year back compared to El Chichón peak</td>
</tr>
<tr>
<td>Ozone record</td>
<td>− September–October–November average ozone (baseline)</td>
</tr>
<tr>
<td>−8 scenarios</td>
<td>− September–October average ozone</td>
</tr>
<tr>
<td></td>
<td>− September average ozone</td>
</tr>
<tr>
<td></td>
<td>− October average ozone</td>
</tr>
<tr>
<td></td>
<td>− 7 September–13 October average ozone</td>
</tr>
<tr>
<td></td>
<td>− Very short 21–30 September average ozone</td>
</tr>
<tr>
<td></td>
<td>− Very long 19 July–1 December average ozone</td>
</tr>
<tr>
<td></td>
<td>− “Worst” 30-day average ozone.</td>
</tr>
</tbody>
</table>

Arctic and Antarctic may behave either similarly (Weber et al., 2003, 2011) or not (Salby et al., 2012). This is because the notion of hemispheric similarities in how the EP flux affects ozone depletion so far is heavily based on only one outlier year (2002 for the SH, 2011 for the NH).

There are current research efforts to try to gain a better understanding of the physical and photochemical mechanisms by which the heat flux and planetary wave action affects Antarctic stratospheric ozone. A recently proposed mechanism (de Laat and van Weele, 2011) involves a pre-conditioning of Antarctic inner stratospheric vortex air whereby stratospheric temperatures affect polar stratospheric cloud (PSC) formation, which in turn affects the buildup of a halogen reservoir that later during austral spring changes the rate of catalytic ozone destruction. This preconditioning mechanism explains some years with anomalous ozone depletion, but not all. For example, during austral winter 2013 the Antarctic vortex remained largely undisturbed – opposite to 2010 and 2012 (see de Laat and van Weele, 2011, and Klekociuck et al., 2011) – thus allowing for widespread PSC formation and pre-conditioning the inner vortex air for efficient ozone depletion. However, from the start of austral spring 2013 (mid-August) onwards the Antarctic stratospheric vortex got disturbed by planetary wave activity. As a result, the amount of springtime ozone depletion remained below what has been experienced during previous years with similar preconditioning. This suggests that there are multiple pathways as well as complicated interactions between chemistry and physics that can lead to reduced Antarctic springtime ozone depletion. Hence, it is unclear which regressor or regressors could act as proxies for these complex processes.

A further complicating factor is the disintegration of the Antarctic vortex, which is again controlled by planetary wave activity (Kramarova et al., 2014). The stability of the vortex determines how long the ozone-depleted inner-vortex air remains intact after photochemical ozone depletion ceases dur-
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Based on the ECMWF ERA-Interim data set. With the same using different periods, latitudes and heights (see Table 2), all involved in selecting the optimum EP flux averaging period to average the EP flux. Hence there is a certain arbitrariness particular favorable wintertime month or period from the per-

tipprurath et al. (2013) use the August–September mean EP multivariate regressions. Salby et al. (2011, 2012) and Kut-

for the proxy used to account for the EP flux variations in record which are not related to variations in photochemistry. It has been proposed by Haigh and Roscoe (2006) and Roscoe and Haigh (2007) to combine the QBO and solar activity into a new regression index that takes this effect into account:

\[
\text{Solar–QBO index} = (\text{Solar} - S_m) \times (QBO - Q_m),
\]

in which \(S_m\) is the mean of the solar flux and \(Q_m\) the mid-

point of the QBO range. However, as Roscoe and Haigh (2007) note, this new index is rather sensitive to the choice of \(S_m\) and \(Q_m\), in particular as the index is by construction the product of two anomaly fields, and thus sensitive to sign changes. In addition, the choice of \(S_m\) and \(Q_m\) is also arbitrary. Roscoe and Haigh (2007) solve this by selecting averages for which the best total ozone column regression results are obtained. However, the best regression results may not necessarily mean that the regressor is the best representation of the underlying physical mechanism, in particular as regression results also depend on other proxies and in prin-

ciple there can be a cancelation of errors from different proxies in the regression. Thus, the sensitivity of the combined solar–QBO index on the calculation method of the anomalies must be further investigated.

Figure 2 shows the resulting solar-flux–QBO index time series, given various assumptions in its calculation. Clearly there is a considerable variability in the index values. The lower plot shows that the variability for every single anomaly varies by \(\pm 200\%\). This is rather large compared to the esti-

mated uncertainties in both individual solar flux and QBO proxies. Hence, using a combined solar-flux–QBO proxy intro-

duces a considerable amount of additional uncertainty. For the uncertainty range in our regressions we construct 100 Monte Carlo time series in which, for each single solar-flux–

Figure 1. Vertical Eliassen–Palm (EP, kg s\(^{-2}\)) flux at 70 hPa between 40 and 90\(^\circ\)S for five different meteorological data sets for the period 1979–2012 averaged for the 2-month period August–September: NCEP reanalysis 1979–2012, ECMWF ERA-Interim 1979–2012, ECMWF ERA-40 1979–2001, Japan Reanalysis 1979–2005 and ECMWF operational analysis 1998–2012. The top panel shows the EP flux as function of time, including the mean EP flux for each year based on all data sets. The bottom panel shows the EP flux anomalies (%) of a given year as a function of the mean EP flux (black dots in the upper panel) for all meteorological data sets available for that year. The insert shows the probability distribution of the relative anomalies. Data are obtained from the EP flux data website of the Alfred Wegener Institute (AWI) for Polar and Marine Research in Bremerhaven, Germany.
climatic patterns that are coupled with the atmospheric circulation. A positive index is characterized by anomalously high surface pressure at midlatitudes and anomalously low surface pressure at latitudes closer to Antarctica.

The SAM used in this study is derived from the National Oceanic and Atmospheric Administration (NOAA). It is based on empirical orthogonal functions (EOF) applied to the monthly mean National Centers for Environmental Prediction and National Center for Atmospheric Research (NCEP/NCAR) reanalysis (Kalnay et al., 1996) 700 hPa height anomalies poleward of 20° S for the Southern Hemisphere, with the seasonal cycle being removed. The monthly SAM index is constructed by projecting the daily and monthly mean 700 hPa height anomalies onto the leading EOF mode. Both time series are normalized by the standard deviation of the monthly index (1979–2000 base time period). Since the leading pattern of SAM is obtained using the monthly mean height anomaly data set, the index corresponding to each loading pattern becomes 1 when it is normalized by the standard deviation of the monthly index.

However, there is no unique SAM index due to the existence of different meteorological data sets and different methods to quantify the symmetry of the Southern Hemisphere circulation. Kuttipurath et al. (2013) use the Antarctic Oscillation (AAO) index, which is in fact a certain choice of SAM index. A study by Ho et al. (2012) provides a comprehensive analysis of eight different SAM indices. Their analysis shows that the correlation ($R^2$) between the indices varies between 0.45 and 0.96 for seasonal values and 0.73 and 0.96 for monthly values. This corresponds with random (Gaussian) variations between 20 and 100% (root-mean-square value). For most of the indices the correlation is better than 0.75. As a point of reference, adding random Gaussian noise of 50% to a time series of a parameter and calculating its correlation with the original time series results to a correlation ($R^2$) of almost 0.8.

For the uncertainty analysis we construct 100 Monte Carlo time series in which, for each single SAM index value, Gaussian noise is added with – to be on the conservative side – an amplitude of 100% of the index value.

### 2.5 EESC loading

Uncertainties in the estimates of the EESC loading originate from two factors: the mean age of air, which reflects how fast stratospheric halogen concentrations decline due to transport velocity of halogen-poor tropospheric air from the tropical stratosphere to the polar stratosphere, and the so-called “fractional release”, the rate at which ozone-depleting substances (ODSs) release chlorine and bromine in the stratosphere. ODSs typically have not yet been dissociated when they enter the stratosphere at the tropical tropopause, and thus have fractional release values of zero. After transiting through the upper stratosphere, the ODSs in an air parcel become fully dissociated due to their exposure to energetic radiation and
To complicate matters, the mean age of air in the stratosphere is not a constant but varies with latitude, height and season (Stiller et al., 2008). On average, the age of air increases with height, i.e., it takes longer for tropospheric air to travel higher in the stratosphere, and the age of air also increases towards the poles because of the time it takes for air to travel from the tropical “source” region to higher latitudes. In the Antarctic vortex regions there is a strong seasonal dependence of the age of air due to the isolation of inner vortex air during austral winter and spring, while upper stratospheric and mesospheric air slowly descends in the Antarctic vortex. The descending air is particularly “old” air and causes strong vertical gradients in the age of air in the wintertime polar vortex. Stiller et al. (2008; their Fig. 7) show that the age of air almost triples going up from 15 km ($\theta = 400$ K; age of air $\sim 4$ years), to 20 km ($\theta = 400$ K; age of air $\sim 7$ years), to 25 km ($\theta = 600$ K; age of air $\sim 9$ years), to finally 30 km ($\theta = 750$ K; age of air $\sim 11$ years). How to account for this variability in a regression is unclear, but it is unlikely that one age-of-air value can be attributed to the total ozone column.

Moreover, ozone variability in the Antarctic vortex is determined by different processes at different altitudes. Halogen-related ozone depletion typically maximizes between 15 and 20 km altitude ($\sim 100$–50 hPa, US Standard atmosphere 1976; $\theta = 400 – 500$ K), whereas the effect of vortex stability on ozone depletion is seen predominantly between 20 and 30 km altitude ($\sim 50$–10 hPa; $\theta = 500 – 750$ K) (de Laat and van Weele, 2011). Thus, total ozone column observations which are vertically integrated amounts of ozone are being affected by different processes at different altitudes.

The age of air may also not be constant over the time period over which ozone trends are determined. Due to a changing climate the stratospheric circulation may speed up (e.g., Engel et al., 2009; Bunzel and Schmidt, 2013), causing a decrease in the age of air with increased warming, which obviously then depends on the exact warming. This introduces yet another uncertainty for the periods from 1979 to 2010 or 2012 that are considered in this study.

The age-of-air uncertainties do not manifest themselves as a random process, which would be useful for applying a Monte Carlo method, but as a structural uncertainty, i.e., the entire EESC shape would change for different parameter settings. Such uncertainty could be captured by applying a parametric bootstrap rather than a Monte Carlo approach. However, such a parametric approach would also not suffice because we use total column observations and we know that ozone at different altitudes would be affected by different parameter values.

A pragmatic approach with regard to the sensitivity of the regression to EESC values is testing the robustness of the regression results as a function of the assumed EESC time evolution. For the uncertainty analysis we assume three different EESC scenarios with an age of air of 2.5, 4 and 5.5 years and a half-width of 1.25, 2 and 2.75 years, respectively. The largest differences between the three scenarios are in their post-peak trend in EESC (see later on in Fig. 3).

### 2.6 Volcanic aerosol

Aerosols from sufficiently strong volcanic eruptions can reach the stratosphere and affect stratospheric ozone chemistry. In particular strong eruptions occurring in the tropics can have long lasting effects on stratospheric ozone. Aerosols reaching the tropical stratosphere are slowly transported towards middle and high latitudes. It can take up to a decade before the stratosphere is cleared from volcanic aerosols (Vernier et al. 2011; Solomon et al., 2011). Volcanic eruptions at middle and high latitudes have much shorter lasting effects. These aerosols enter in the descending branch of the stratospheric circulation and will be relatively quickly removed from the stratosphere.

The short-term effect of stratospheric volcanic aerosols is heating of the stratospheric layer, which affects stratospheric ozone in the tropical belt. The dominant long-term effect of stratospheric volcanic aerosols on global and polar ozone is, however, the increase in aerosol surface area density and subsequent heterogeneous ozone loss. Model simulations of volcanic aerosol effects on stratospheric ozone suggest that, in particular under cold conditions (high-latitude, wintertime, lower stratosphere), total ozone columns can be reduced by up to 10–15% (Rozanov et al., 2002). During other seasons, total ozone column depletion by volcanic aerosols is of the order of a few percent.

Since 1979 two major tropical volcanic eruptions have affected stratospheric ozone: El Chichón, Mexico, in 1982, and Pinatubo, Philippines, in 1991. Although the total amount of stratospheric aerosols by both eruptions has been characterized relatively well, there appear to be considerable uncertainties associated with the time evolution of the aerosol amounts in the Southern Hemisphere. A brief and incomplete survey of a latitudinal volcanic aerosol radiative forcing data record (Ammann et al., 2003) and a global volcanic aerosol proxy record (Crowley and Unterman, 2012) as well as the standard volcanic aerosol index used in Kuttipurath et al. (2013) – aerosol optical depth (Sato et al., 1993; updates available via NASA GISS) – all show that there are large differences between the El Chichón aerosol peak relative to the Pinatubo peak. Large differences are seen in global, hemispheric and Southern Hemisphere (Antarctic) aerosol amounts as well as differences in the exact timing of the peak aerosols (Sato et al., 1993; Ammann et al., 2003; Crowley and Unterman, 2012). The El Chichón aerosol peak relative to the Pinatubo peak for high Antarctic latitudes can be similar (Ammann et al., 2003), about 3 (Sato et al., 1993) to (globally) 8 times smaller (Crowley and Unterman, 2012). The Pinatubo peak aerosol in the Southern Hemisphere was
Figure 3. Time series of regressors for the period 1979–2012. For ozone, EP flux, EESC and stratospheric aerosol, all scenarios as defined in Sect. 2 are included (indicated by the different colors). For the SAM and the solar-flux–QBO index only the baseline time series is shown, and both indices – being unitless to start with – are scaled for proper comparison. Ozone values are in DU, EP fluxes are in kg s\(^{-1}\), EESC values are in ppbv and stratospheric aerosol is in optical depth.
about half the size of the global-mean Pinatubo peak (Ammann et al., 2003).

Kuttippurath et al. (2013) shift the Southern Hemisphere aerosol data by 6 months to account for the transport of aerosols. Although they report that the 6-month shift results in the best statistics, the analysis presented in the previous paragraph shows that the effect of the shift is relevant for the shape of the volcanic aerosol changes, but does not introduce variations as large as the other variations in volcanic aerosol indices. Given that a time shift is included in the six volcanic aerosol scenarios defined above, we do not add additional time shifts in the aerosol record.

We define six volcanic aerosol scenarios that reflect the uncertainty in the volcanic stratospheric aerosol records. The base scenario is the scenario used in Kuttippurath et al. (2013), which in turn uses the NASA GISS stratospheric aerosol record. A second scenario is with the Pinatubo aerosol curve scaled so that the maximum matches the El Chichón aerosol peak, the Pinatubo curve maximum is 2.5 times the El Chichón peak, and the Pinatubo curve maximum is 5 times the El Chichón peak. The uncertainty in timing of the Southern Hemisphere aerosol peak is considered by a shift of the El Chichón peak 1 year back compared to the Pinatubo peak and a shift of the Pinatubo peak 1 year back compared to El Chichón peak.

2.7 Ozone scenarios

It is a priori unclear what would be the most appropriate ozone scenario to use in the regression. Both Salby et al. (2011, 2012) and Kuttippurath et al. (2013) use the September–November 3-month averaged total ozone record. However, as discussed in the introduction, different processes affect ozone during different time periods. Studies in the literature use very different time periods for averaging ozone to investigate Antarctic ozone trends. We define eight different ozone scenarios to reflect the ozone records used in the literature (see also de Laat and van Weele, 2011), using the MSR data set (van der A et al., 2010). The MSR is a 30-year total O\textsubscript{3} column assimilation data set for 1979–2008 based on a total of 11 satellite instruments measuring total O\textsubscript{3} columns – including SCIAMACHY – that were operating during various periods within these 30 years. For the period 2009–2012 the MSR data set was extended with assimilated SCIAMACHY and GOME-2 total ozone column data. Apart from the September–November 3-month averaged total ozone record we also use averages of total ozone over the month of September, the month of October, the 2-month period September–October, a very long period (19 July–1 December), a very short 10-day period (21–30 September), the period 7 September–13 October, and a year-dependent “worst” 30-day period (30-day average with the largest ozone mass deficit).

2.8 Other uncertainties

Kuttipprurath et al. (2013) address two other important uncertainties for the determination of the ozone trend. First, the area over which the ozone record is defined (inside vortex, equivalent latitude 65—90° S, and vortex core). The area is important for the absolute amounts of ozone depletion, but Kuttippurath et al. (2013) show it is much less relevant for the differences in trend. That is, the uncertainties in the estimated linear trend dominate the uncertainties due to different areas over which the ozone anomalies are calculated. A second uncertainty on their ozone trend derives from the use of different ozone data sets (ground-based, TOMS/OMI and MSR). Here the uncertainties in the estimated linear trend also dominate the uncertainties due to the different data sets. Hence, we do not include these uncertainties in our analysis.

In addition, there are many studies trying to identify the moment when ODSs stop increasing and/or when ozone stops decreasing. The maximum ODSs appears somewhere between 1997 and 2000 (Newman et al., 2007), depending on geographical location and height. However, due to saturation effects – there are more than sufficient ODSs present to destroy all Antarctic ozone between 15–20 km altitude – the moment when ozone starts to be affected by decreasing ODSs may actually be later (Kuttippurath et al., 2013; Kramarova et al., 2014).

The moment of a structural break in ozone based on observations indicates an early break around 1997 (Newchurch et al., 2003; Yang et al., 2008). However, some processes affecting stratospheric ozone vary on long timescales – solar effects and volcanic eruptions come to mind – which may affect the observation-based analysis of break points (Dameris et al., 2006). Note that we confirm this break year of 1997 based on applying a break-point analysis algorithm to the MSR ozone record (not shown). Hence, we decided to use three different break years that have been identified and/or are most commonly used: 1997, 1998 and 1999.

2.9 Selected uncertainty ranges and ozone record scenarios

Figure 3 shows the baseline regressor time series and the scenarios for ozone, the EP flux, EESC loading and volcanic aerosols. A total of 100 different solar-flux–QBO index and SAM index time series are used to span their uncertainty range (not shown in Fig. 3). All scenarios and Monte Carlo results combined provide 11.5 million different choices for the regressions (100 × 100 × 8 × 8 × 6 × 3; see Table 2). Ozone trends are calculated based on the EESC loading or using a PWLT analysis. For the PWLT ensembles the three different EESC scenarios are irrelevant. Instead, the sensitivity of the regressions is tested using three different break years (1997, 1998 and 1999). In total we analyze approximately 23 million different trends using the EESC and PWLT scenarios.
Note that by basing our analysis on both different ozone and EP flux scenarios, certain time-lag relations are taken into account. It should also be noted that the use of such a wide range of scenarios indicates that much remains unclear about what best describes Antarctic ozone depletion and the time-lag relations between ozone and explanatory variables.

3 Scenario analysis

3.1 Reproducing Kuttippurath et al. (2013)

First a multivariate regression similar to Kuttippurath et al. (2013) is performed in which the MSR data set is used within the vortex core (70–90°S). The results are summarized in their Fig. 5 and Table 4, which are duplicated here in Table 3 along with the results from a multivariate regression based on the same variables as used in Kuttippurath et al. (2013).

Our results reproduce the results from Kuttippurath et al. (2013), although there are minor differences in the absolute numbers, most likely related to differences in EP fluxes (Jayanarayanan Kuttippurath, personal communication, September 2013). The trends for the periods 1979–1999 and for 2000–2010 are of comparable magnitude in both studies, as well as the PWLT significance levels for the period 1979–1999 and the EESC trends for both 1979–1999 and 2000–2010. The magnitude of the recovery for 2000–2010 based on the PWLT is slightly larger, but also in our analysis the post-2010 linear trend in ozone is significant beyond 2σ. For the correlation of the regression model with the ozone record, we obtain a value of 0.87 ($R^2$) comparable to the 0.90 ($R^2$) reported in Kuttippurath et al. (2013). Thus, the results are sufficiently similar to proceed with studying the effects of the uncertainties in regressors and ozone record scenarios on the regression results. Note that we calculate the pre-break and post-break EESC-based trends by applying linear regressions to the EESC curve multiplied with the EESC regression coefficient for the pre-break and post-break time periods. As a result, EESC-based trend errors are related to the nonlinearity of the EESC curve, and the trend errors differ for both the pre-break and post-break time periods. Our EESC-based trend errors differ from those in Kuttippurath et al. (2013), which lacks a description of how EESC-based trend errors are calculated.

### Table 3. EESC-based Antarctic vortex core ozone trends and their 2σ trend uncertainties (DU year$^{-1}$) derived from multivariate linear regression. The trends in ozone based on EESC regression are calculated by means of an ordinary linear regression based of the pre-defined change in EESC multiplied by the EESC regression coefficient for the time period under consideration (cf. Kuttippurath et al., 2013). The EESC trend is in pptv year$^{-1}$, the EESC regression coefficient is in DU pptv$^{-1}$, and hence the trend in ozone is in DU year$^{-1}$, allowing direct comparison with the PWLT ozone trends (also in DU year$^{-1}$).

<table>
<thead>
<tr>
<th>Period</th>
<th>Kuttippurath et al. (2013)</th>
<th>This study</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EESC</td>
<td>PWLT</td>
</tr>
<tr>
<td>1979–1999</td>
<td>−4.50 ± 0.65</td>
<td>−5.02 ± 1.11</td>
</tr>
<tr>
<td>2000–2010</td>
<td>1.11 ± 0.16</td>
<td>2.91 ± 2.73</td>
</tr>
<tr>
<td>1979–1999</td>
<td>−5.26 ± 0.21</td>
<td>−5.75 ± 1.00</td>
</tr>
<tr>
<td>2000–2012</td>
<td>1.09 ± 0.10</td>
<td>3.28 ± 2.49</td>
</tr>
</tbody>
</table>

3.2 Ozone record and regressor correlations

Before analyzing the ensemble of regression results it is important to investigate the correlations between the different regressors. If correlations between regressors are too large, they cannot be considered to be independent, and it should be decided which one to omit from the analysis, as the regression otherwise cannot separate which variability is related to which regressor. Furthermore, it is a priori useful to understand how regressors correlate with the ozone record, as a small correlation implies that a regressor can only explain a limited amount of ozone variability.

Table 4 shows the mean correlation between the different regressors and their 2σ spread based on the ozone record and regressor selections and/or Monte Carlo results (SAM, SF $\times$ QBO index). The EP flux correlates positively with the EESC and negatively with the SAM and, to a lesser extent, also with the SF $\times$ QBO index. The other regressors do not show significant cross-correlations. Only for a few individual ozone record scenarios are cross-correlations found to exceed 0.5.

The uncertainty in the correlations with the ozone records ranges between about 10 and 20 % for each of the regressors. Small cross-correlations between the regressors, however, do not provide a justification for a priori omitting one of the regressors.

3.3 Trends

Figure 4 shows the probability distributions of the ozone trends for 1979–$Y_B$ and $Y_B$–2012 periods, in which $Y_B$ is the break year, which can either be 1997, 1998 or 1999. For the 1979–$Y_B$ period the mean EESC trend is −5.56 DU year$^{-1}$ (−4.00 to −7.06; 95 % CI) and the mean PWLT trend is −6.40 DU year$^{-1}$ (−4.22 to −7.18; 95 % CI). For the $Y_B$–2012 period the mean EESC trend is +1.97 DU year$^{-1}$
3.4 Regression model performance: sensitivity to the independent variables

Sensitivities of the PWLT-based and EESC-based regressions to the ozone and EP flux scenarios are shown in Fig. 5. PWLT-based regressions show that the PWLT distribution peak at high correlations is a consistent feature of different ozone records (September–November, September–October, Sep 7 September–13 October, worst 30 days). Similarly, use of several different EP fluxes also aligns with the PWLT correlation distribution peak, in particular the EP flux scenarios that include both August and September. For ozone, correlations get smaller for the longest period (19 July–1 December), shortest period (21–30 September) and October averages.

Figure 6 shows the probability distribution of volcanic aerosols for both the PWLT and EESC regressions. Volcanic aerosols have little impact on the explanatory power of the regression results, as already indicated by lack of correlation of this regressor with the ozone record. The PWLT regression coefficient values show that the effect of volcanic aerosols on ozone can be either positive or negative, largely depending on the assumed amount of Pinatubo aerosols relative to El Chichón aerosols, although the distribution predominantly suggests positive regression values. The EESC regressions show a similar sign dependence of ozone on volcanic aerosol, but with no clear sign of the regression value. None of the other parameters (EPFLUX scenario, ozone scenario) have a sign-dependent effect on the aerosol regression coefficient value for both the EESC and PWLT scenarios. The strong sensitivity of the volcanic aerosol regression value — including sign changes — to either aerosol or EESC scenario indicates that including volcanic aerosols is not very important for the multivariate regression and is best excluded altogether from multivariate regressions due to insufficient information in the Antarctic ozone record to constrain the ozone–volcanic-aerosol relation.

For the solar-flux–QBO index (Fig. 7a) we find no clear dependence of regression coefficient values on any of the scenarios or parameters. The probability distributions for both the EESC and PWLT regressions are very similar. Hence, like for volcanic aerosols, the solar–QBO parameter better should be excluded altogether from multivariate regressions because the Antarctic ozone record probably contains insufficient information to constrain the ozone–solar–QBO relation

The SAM regression coefficient values show a continuous random distribution, while the overall dependence is predominantly negative (Fig. 7b). A positive phase of the SAM correlates with more ozone depletion than a negative phase of the SAM. This is a well-known two-way effect: tropospheric...
circulation changes affect Antarctic stratospheric ozone on the short term, while the long-term changes in Antarctic ozone have affected the tropospheric circulation in the Southern Hemisphere (Kirtman et al., 2013; IPCC AR5, Ch. 11, Sect. 11.3.2.4.2, and references therein).

For the EPFLUX, the regressions show a positive dependence (Fig. 7c) and a similar distribution for both the EESC and PWLT regression.

### 3.5 Optimal regressor and ozone record scenarios

Based on the analysis of the entire ensemble presented here, it might be possible to choose an optimal set of regressors as well as an optimal ozone record scenario for Antarctic ozone trend analysis. Volcanic aerosols (Fig. 6), the QBO and the solar cycle (Fig. 7) are shown to have little effect on the regression and thus are best excluded. For the EP flux, it appears that including the months August and September leads to a better fit (higher correlations; Tables 4 and 5, Fig. 5). For ozone, results suggest that there is no clear optimal time window over which to calculate average ozone, but it appears that the period should not be too short or too long, and should include September and preferably the first half of October (Tables 4 and 5).

In addition, the use of three different EESC scenarios results in trimodal distribution features in several parameters (Figs. 3 and 6), suggesting that care has to be taken with, in particular, the ozone trend values attributed to changes in EESCs. Furthermore, the post-break trends are particularly sensitive to the choice in EESC scenario (Fig. 3). It could therefore be argued that using a PWLT for post-break trend estimates is preferred over using the EESC-based post-break trend as its distribution better reflects structural uncertainties in the regression and takes the regression residuals into account for calculation of trend uncertainties.

Figure 8 illustrates what the best single regressions in the entire ensemble for all three regression models separately look like. The best EESC regression correlation \( R^2 = 0.95 \) was found for a case with September–November ozone, July–August EP flux and an EESC with an age of air of 4 years. For the best PWLT regression correlation \( R^2 = 0.96 \) these were the same with 1997 as the optimal break year.

The reason for the high explanatory power is that in all three cases the SAM anomalies align with strong ozone peaks, whereas the solar-flux–QBO index variations coincidentally align with the smaller ozone anomalies.

### 4 Discussion: second stage of ozone recovery and trend significance

Given the broad range of outcomes for the different types of regressions and regressors, an important question is not only whether ozone started to increase after the late 1990s but also whether the trend is statistically significant and can
be attributed to declining stratospheric halogens, which is required by WMO for the second stage of ozone recovery to be formally identified. Because the EESC curve shape is prescribed, there is no degree of freedom allowing for different pre-break and post-break trends in the EESC regression. As discussed in Sect. 2, it is not clear a priori which EESC scenario is the optimal choice or if it is even appropriate to use just a single EESC scenario. Hence, how to assign overall uncertainty to the EESC curve remains an open question. Therefore, a better approach would be to investigate whether the PWLT post-break trends are statistically significant as they use the ozone fit residuals for their significance calculation.

Figure 9 shows the probability distribution of correlations ($R^2$) of the PWLT regression models vs. ozone for the entire Monte Carlo data set, as well as the fraction of post-break PWLT trend estimates that are statistically significant ($2\sigma$) for both the periods ending in 2010 and 2012. This figure is comparable to Fig. 4 (lower panel) and Fig. 5, but with larger correlation bins for visualization purposes. Results indicate that trends only become statistically significant beyond a certain explanatory power of the regression model. This is not surprising: only when ozone residuals are sufficiently small after removing the regression results can the post-break trend become statistically significant. This automatically requires a high correlation between the ozone record and the selected regression model. The analysis here shows that statistically significant trends require a correlation ($R^2$) of at least approximately 0.60. Furthermore, the majority of trends only become statistically significant for high values ($R^2 > 0.80$) of the correlation between ozone and the regression model.

In Sect. 3.5 the results of the ensemble were analyzed to determine optimal scenarios in terms of explanatory power ($R^2$). However, the second stage of ozone recovery also requires a statistically significant post-break year trend. We therefore analyzed the percentage of statistically significant post-break trends in the ensemble for the PWLT-based regressions. We focus on the ozone record and EP flux scenarios as the uncertainties associated with these two parameters are the most important ones, as discussed before. Table 5 shows the percentage of regressions for each combination of ozone record and EP flux scenarios that is statistically significant for the ozone records ending in 2010. There are large differences in the fraction of statistically significant PWLT-

---

**Figure 5.** Probability distribution of regression-model–ozone-scenario correlations as Fig. 4, lower plot, for the PWLT and EESC regression model and sensitivity to the different ozone scenarios and different EP flux scenarios, indicated by the different colors. The blue and red outlines show the sum of all scenarios combined.
Table 5. As Table 5 but for the break year 1997 and the period ending in 2012.

<table>
<thead>
<tr>
<th>EP flux</th>
<th>Aug–Sep</th>
<th>Jul–Aug</th>
<th>Jul–Sep</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>45–75°S</th>
<th>100 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ozone</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sep–Nov</td>
<td>99.9</td>
<td>10.7</td>
<td>92.6</td>
<td>0.1</td>
<td>36.3</td>
<td>29.5</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Sep–Oct</td>
<td>100.0</td>
<td>52.2</td>
<td>100.0</td>
<td>4.2</td>
<td>73.4</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Sep</td>
<td>100.0</td>
<td>40.3</td>
<td>99.5</td>
<td>2.0</td>
<td>67.5</td>
<td>96.4</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Oct</td>
<td>100.0</td>
<td>12.1</td>
<td>98.0</td>
<td>0.6</td>
<td>27.2</td>
<td>98.1</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>21–30 Sep</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 2.0</td>
<td>&lt; 20.9</td>
</tr>
<tr>
<td>7 Sep–13 Oct</td>
<td>100.0</td>
<td>10.0</td>
<td>97.7</td>
<td>0.8</td>
<td>19.6</td>
<td>98.4</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Worst 30 days</td>
<td>100.0</td>
<td>20.0</td>
<td>99.4</td>
<td>1.2</td>
<td>29.6</td>
<td>99.7</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>19 Jul–1 Dec</td>
<td>99.9</td>
<td>25.6</td>
<td>95.3</td>
<td>1.5</td>
<td>66.1</td>
<td>56.5</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 6. Fraction of statistically significant trends (%) in all regression results for different break years, period lengths and different types of trend calculations. The start year and end year refer to the time period for which trends are calculated. ‘All’ under “Start year” refers to the statistics for all three start year scenarios combined.

<table>
<thead>
<tr>
<th>Start year</th>
<th>End year</th>
<th>Length (years)</th>
<th>significant trends</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>2010</td>
<td>11</td>
<td>34.3 %</td>
</tr>
<tr>
<td>1999</td>
<td>2010</td>
<td>12</td>
<td>47.8 %</td>
</tr>
<tr>
<td>1998</td>
<td>2010</td>
<td>13</td>
<td>59.5 %</td>
</tr>
<tr>
<td>All</td>
<td>2010</td>
<td>13</td>
<td>47.3 %</td>
</tr>
<tr>
<td>2000</td>
<td>2012</td>
<td>13</td>
<td>39.0 %</td>
</tr>
<tr>
<td>1999</td>
<td>2012</td>
<td>14</td>
<td>52.7 %</td>
</tr>
<tr>
<td>1998</td>
<td>2012</td>
<td>15</td>
<td>60.7 %</td>
</tr>
<tr>
<td>All</td>
<td>2012</td>
<td>15</td>
<td>50.5 %</td>
</tr>
</tbody>
</table>

Based trends, ranging from less than 0.1 % (21–30 September average ozone) to more than 50 % significance (September ozone, October EP flux). Table 6 shows the same results as Table 5, but only for the break year 1997 and the period ending in 2012. In this case there is a large number of ozone-record–EP-flux scenario combinations with statistically significant trends. If we were to consider only the EP fluxes that include the months of August and September, then with the exception of the 21–30 September time window nearly all trends are statistically significant.

Table 7 shows that the number of significant trends further depends on the choice of break year, with the number of statistically significant trends increasing steadily with increasing length of the period over with trends are calculated. This is not surprising as the regression trend error decreases with increasing number of points for which the trends are calculated (Supplement Eq. S2).

Excluding the year 2002 from the regressions has a significant impact on the post-break ozone trends themselves. However, it hardly has any effect on the post-break trends from the regressions (not shown), indicating effective removal of the anomalous year 2002 from the results. Excluding volcanic years from the regression had no significant effect on both the ozone trends before and after the regression, consistent with our finding that there appears to be little (direct) impact of volcanic aerosols on Antarctic springtime ozone.

It is tempting to interpret, based on some selections of our results, that the significance is sufficient for identification of the second stage of ozone recovery in the Antarctic ozone hole by 2012. However, comparison Table 5 and Table 6 – thus 2000–2010 trends vs. 1998–2012 trends – shows that the longer period does not always result in increased statistical significance. In particular, the need to average ozone over longer periods of time may introduce long-term changes in average ozone that are not related to photochemical ozone destruction. Furthermore, the trend significance of single regressions is generally between 2σ and 3σ (not shown), indicating that a considerable amount of variability is not accounted for in the regression. In addition, our analysis shows that detection of the second stage of ozone recovery based on just one arbitrary selected (set of) regressor–ozone-record combination(s) does not reflect the structural uncertainties present in the underlying data.

Nevertheless, the appearance of large groups of statistically significant results occurring for longer time series and a certain persistence among ozone scenarios and EP flux scenarios shows that these type of analyses are capable of removing deterministic variations in average ozone, and that more statistically significant results can be expected with increasing length of the post-break period.

5 Conclusions

The primary goal of this study was to investigate whether or not the second stage of ozone recovery – a statistical increase in ozone attributable to ozone-depleting substances – can be detected, given uncertainties in underlying data. A detailed sensitivity analysis of widely used multivariate regression analysis of total ozone columns was presented, focusing on Antarctic springtime ozone. By combining regressor sce-
Our analysis shows that the EP flux and the SAM effects are capable of explaining significant parts of Antarctic ozone variations and the removal of these effects improves the analysis of recovery, in contrast to the inclusion of vol-

Use of the post-break trends based on fitting the EESC to the total ozone record is not recommended, as these trends are solely based on the pre-defined EESC shape and do not allow for flexibility in the trend calculation. Because the resulting EESC-fit-based trend uncertainties do not take the ozone fit residuals into account, the EESC scenarios result in overconfident ozone trend uncertainties, neglecting structural uncertainties and sensitivity to the chosen scenario.

Our analysis shows that the EP flux and the SAM effects are capable of explaining significant parts of Antarctic ozone variations and the removal of these effects improves the analysis of recovery, in contrast to the inclusion of vol-

Figure 6. Upper panel: probability distribution of aerosol scenario regression coefficient values of all PWLT regression results. Indicated in the figure are also the 0.5 %, 2.5 %, mean, median, 97.5 % and 99.5 % probability values of trends and correlations. Included are also the distributions for the different stratospheric aerosol scenarios, indicated by the different colors. Lower panel: probability distribution of the aerosol regression coefficient values of the EESC regression model results. Included are also the distributions for the three different EESC age of air scenarios, indicated by the different colors. The blue and red outlines show the sum of all scenarios combined.

Figure 7. (a) Probability distribution of the solar-flux–QBO index regression coefficient values of all EESC and PWLT regression model results. (b) Probability distribution of the SAM index regression coefficient values of all EESC and PWLT regression model results. (c) Probability distribution of the EP flux regression coefficient values of all EESC and PWLT regression model results. Indicated in the figure are also the 0.5 %, 2.5 %, mean, median, 97.5 % and 99.5 % probability values of trends and correlations.
canic aerosols and the combined QBO–solar-flux index in the regressions.

We find, consistent with expectations, a robust gradual small increase in Antarctic ozone since the late 1990s that can be attributed to decreases in ODSs for selected combinations of regressors, although the magnitude of the increase is rather uncertain (+1.66 to +4.74 DU year\(^{-1}\); 95 \% CI).

The limited information present in the Antarctic ozone record for volcanic aerosols (essentially two isolated peaks) is consistent with Knibbe et al. (2014), who found little evidence for volcanic effects on total ozone throughout the Southern Hemisphere. Furthermore, Poberaj et al. (2011) also reported little impact of volcanic aerosols from the Pinatubo eruption on Southern Hemispheric ozone, attributing it to dynamical conditions favoring more poleward transport of ozone from the tropics and midlatitudes than usual, thereby “overcompensating [for] the chemical ozone loss . . . and reduc[ing] the overall strength of the volcanic ozone signal”.

The lack of correlation between Antarctic ozone and the solar-flux–QBO combined index was also found by Knibbe et al. (2014) for both Antarctic (and Arctic) ozone trends. This lack of QBO–solar signal in Antarctic springtime ozone – also, for example, reported in both Labitzke (2004) and Roscoe and Haigh (2007) – may be related to the dominance in absolute values of the ozone change of ozone depletion and vortex dynamics over potential indirect solar influences on Antarctic springtime ozone.

From our analysis it remains unclear what the appropriate time window would be over which to average the ozone record and the EP flux. Results indicate that the best regression occur for ozone averaged over a time window that includes the ozone hole season – typically September and part of October. On the other hand, the time window should also not extend far beyond the ozone hole season as more and more non-photochemical ozone variations are introduced in the averaged ozone with a longer averaging period. Similarly, for the EP flux we find that including both August
On the other hand, it can be expected that, by extending the ozone record and using a multivariate regression method to remove well-selected non-ODS influences from the total ozone record, the second stage of ozone recovery in the Antarctic ozone hole will be detectable before the year 2020. Future updates of the analysis in this paper by extension of the present-day ozone records will rather soon provide indications of whether this moment is fast approaching or not.

The Supplement related to this article is available online at doi:10.5194/acp-15-79-2015-supplement.
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