Technical Note: Using DEG-CPCs at upper tropospheric temperatures

D. Wimmer\textsuperscript{1,2}, K. Lehtipalo\textsuperscript{2,3}, T. Nieminen\textsuperscript{2,4}, J. Duplissy\textsuperscript{2,4}, S. Ehrhart\textsuperscript{1,5}, J. Almeida\textsuperscript{1,5}, L. Rondo\textsuperscript{1}, A. Franchin\textsuperscript{2}, F. Kreissl\textsuperscript{1}, F. Bianchi\textsuperscript{6,7}, H. E. Manninen\textsuperscript{2}, M. Kulmala\textsuperscript{2}, J. Curtius\textsuperscript{1}, and T. Petäjä\textsuperscript{2}

\textsuperscript{1}Institute for Atmospheric and Environmental Sciences, Goethe-University of Frankfurt, 60438 Frankfurt am Main, Germany
\textsuperscript{2}Department of Physics, University of Helsinki, 00014 Helsinki, Finland
\textsuperscript{3}Airmodus Ltd, Helsinki, Finland
\textsuperscript{4}Helsinki Institute of Physics, 00014, Helsinki, Finland
\textsuperscript{5}CERN, 1211 Geneva, Switzerland
\textsuperscript{6}Laboratory for Atmospheric Chemistry, Paul Scherrer Institute, 5232 Villigen, Switzerland
\textsuperscript{7}Institute for Atmospheric and Climate Science, ETH Zürich, 8092 Zürich, Switzerland

Correspondence to: D. Wimmer (daniela.wimmer@helsinki.fi)

Received: 21 March 2014 – Published in Atmos. Chem. Phys. Discuss.: 20 May 2014
Revised: 22 May 2015 – Accepted: 14 June 2015 – Published: 13 July 2015

Abstract. Over the last few years, several condensation particle counters (CPCs) capable of measuring in the sub-3 nm size range have been developed. Here we study the performance of CPCs based on diethylene glycol (DEG) at different temperatures during Cosmics Leaving OUtdoor Droplets (CLOUD) measurements at CERN. The data shown here are the first set of verification measurements for sub-3 nm CPCs under upper tropospheric temperatures using atmospherically relevant aerosol particles. To put the results in perspective we calibrated the DEG-CPC at room temperature, resulting in a cut-off diameter of 1.4 nm. All diameters refer to mobility equivalent diameters in this paper. At upper tropospheric temperatures ranging from 246.15 K to 207.15 K, we found cut-off sizes relative to a particle size magnifier in the range of 2.5 to 2.8 nm. Due to low number concentration after size classification, the cut-off diameters have a high uncertainty (±0.3 nm) associated with them. Operating two laminar flow DEG-CPCs with different cut-off sizes together with other aerosol instruments, we looked at the growth rates of aerosol population in the CLOUD chamber for particles smaller than 10 nm at different temperatures.

A more consistent picture emerged when we normalized the growth rates to a fixed gas-phase sulfuric acid concentration. All of the instruments detected larger growth rates at lower temperatures, and the observed growth rates decreased as a function of temperature, showing a similar trend for all instruments. The theoretical calculations had a similar but much smaller temperature dependency.

1 Introduction

Condensation particle counters (CPCs) measure the total number concentration of aerosol particles by activating and growing them with a supersaturated vapour. Once the particles are grown they are counted optically with a laser (McMurry, 2000). CPCs provide information about the total particle concentration above a certain size. The parameter used to describe the performance of a CPC is the cut-off diameter, which is defined as the diameter at which the particles are counted with 50 \% efficiency. By using several CPCs with different cut-off diameters, additional information such as the growth rates can be retrieved (Riipinen et al., 2007; Riccobono et al., 2012; Lehtipalo et al., 2014). In this paper all diameters refer to mobility equivalent diameters (Mäkelä et al., 1996). CPCs capable of measuring reliably in the size range below 3 nm have been developed only recently (Kuang et al., 2012a, b; Vanhanen et al., 2011; Sipilä et al., 2009). The work presented here focuses on ultrafine CPCs using diethylene glycol (DEG) as condensing liquid, which has
been tested in a study by Iida et al. (2009) and proven to be suited for activation of sub-3 nm aerosol particles. CPCs are widely used for ground-based measurements, but they are also deployed during airborne measurements (Crumeyrolle et al., 2010; O’Dowd et al., 1998; Schobesberger et al., 2013), where ambient conditions, such as temperature and pressure, are changing. It has been shown (Kulmala et al., 2007; Wimmer et al., 2013; Kangasluoma et al., 2014) that the counting efficiency curves of the sub-3 nm CPCs change according to the particle composition. As the working principle of laminar flow CPCs is based on creating supersaturation and activation by creating a temperature difference, their performance might depend also on the ambient temperature. One issue with CPCs measuring at low temperatures is whether the particles evaporate during the transition from the cold measurement environment to the warmer CPC. Another issue is whether the temperature profile (and thus supersaturation) inside the instrument changes when cold sample air is brought in, possibly resulting in a cut-off shift.

At CLOUD5, which took place in autumn 2011 at CERN, measurements were performed to study nucleation under upper tropospheric temperatures. The potential influence of the ambient temperature on the detection efficiency of the CPC used for determining the nucleation rates at 2 nm was investigated. It has been shown that growth rates can be size dependent (Kulmala et al., 2013; Nieminen et al., 2010), especially in the smaller sizes, resulting in a need to determine them reliably. Growth rates were determined at 2 nm using different instruments. The comparison with an ion spectrometer gives important additional information as the effects of the sample air temperature on the particle detection method, such as volumetric flow rate and mobility to diameter conversion, can be accounted for.

The aim of this study is to investigate the possibility for using CPCs at temperatures which can be encountered in the upper troposphere (UT; e.g. during flight measurements). Note that the experiments presented here were carried out at ambient pressure plus 4–5 mbar overpressure. Therefore, influences of operating the CPCs at UT pressures on the cut-offs and other performance characteristics of the CPCs were not investigated in our study. The chamber is operated at this slight overpressure to avoid accidental contamination. We studied how the counting efficiency curve of a laminar flow DEG-CPC changes when varying the temperature and how the sub-3 nm growth rates behave at low temperatures by using different instruments.

2 The CLOUD facility

The CLOUD experiment was designed to study nucleation in a controlled environment under well-defined conditions, such as trace gas composition, relative humidity and temperature. (Duplissy et al., 2010; Kirkby et al., 2011). In the design, great care was taken to ensure high cleanliness, as it has been shown that impurities of trace gases (already at concentrations as low as few pptv) such as NH$_3$ influence the nucleation rates (Ball et al., 1999; Kirkby et al., 2011; Schobesberger et al., 2013). The chamber as well as all the gas lines and connections to the chamber are made of stainless steel. The CLOUD facility comprises a 26.1 m$^3$ cylindrical stainless steel chamber equipped with a fibre optic UV system (Kupc et al., 2011). It includes a very stable temperature control unit ($\pm 0.01$ K) with a temperature range from 203.15 K up to 373.15 K. Two mixing fans are installed in the upper and lower part of the chamber to ensure homogeneous internal mixing (Voigtländer et al., 2012). Measurements can be performed under high ion pair production rates (pion beam from CERN Proton Synchrotron on, clearing field grounded), natural level of ion production rates (beam off, clearing field grounded) and completely neutral conditions (beam off, clearing field on). The clearing field is created by applying $\pm 30$ kV to two circular grids at the top and the bottom of the chamber, removing the small ions, which are continuously generated by the galactic cosmic rays, in less than 1 s. The nucleation measurements in the CLOUD5 campaign, which took place in autumn 2011, were mainly performed at three different temperature ranges: [206–208], [221–223] and [245–248] K. To compare the performance of the chamber and the instruments to previous experiments, measurements at 278.15 K were also performed. In CLOUD the instruments draw air from sampling lines with a length of 75 cm and an outer diameter of 1/2 or 1 inch depending on the required sample flow rate. The chamber is operated under overpressure of 4–5 mbar. Under-pressure is to be avoided, as ambient air, DEG or butanol vapours from the instruments could leak back into the chamber, for example during a pump failure. To guarantee the same temperature in the chamber and in the sampling lines, the sampling lines were thermally coupled to the chamber using copper. To avoid thermal exchange with the room air, the sampling lines were wrapped with thermal insulation material on top of the copper wires.

For the measurements analyzed in this study, the particles formed in the CLOUD chamber consisted mainly of sulfuric acid and water. A chemical ionization mass spectrometer (CIMS, Kürtén et al., 2011) was used for measuring the gaseous sulfuric acid (SA) concentration. The sub-5 nm CPCs used for measuring the total particle concentrations and calculating nucleation and growth rates were a particle size magnifier (PSM; Airmodus A09), a butanol-based laminar flow CPC (3776; TSI Inc.) and two DEG-based laminar flow CPCs. Details about the setup and performance of the DEG-CPCs can be found in Wimmer et al. (2013). In short, the DEG-CPC 1 was set to a saturator temperature of 325 K and an inlet flow rate of 1.5 L min$^{-1}$, whereas the DEG-CPC 2 has a saturator temperature of 328 K and an inlet flow rate of 1.8 L min$^{-1}$. The condenser temperatures are 283 K in both cases. It should be noted that the differential mobility analyzer (DMA) that was used for size selecting the particles for the calibration measurements shown here was a...
commercial nano-DMA (Grimm Aerosol Technik, S-DMA, 55–100), whereas for the calibration measurements at room temperature, a high-resolution DMA (Herrmann et al., 2000) was used, resulting in a better size resolution for those measurements. A comparison of the performance of the different DMAs can be found in Jiang et al. (2011b).

3 Calibrating CPCs using the CLOUD chamber as an aerosol source

The calibration unit consisted of the CLOUD chamber as the particle source. Doing so, the calibration particle composition was exactly the same as during the nucleation experiments. The particle production was triggered by switching on the UV lamp after adding SO\textsubscript{2}, O\textsubscript{3} and water vapour to the chamber. The particles were sampled from a core sampling probe, which was used to minimize diffusion losses. The core sampling probe consisted of a coaxial tube with a conical tip and an outer diameter of 6 mm. A fraction of the flow was sampled through that tube from the centre of the flow, whereas the flow closer to the walls of the main tube was discarded. No external charger was used; only the naturally negatively charged fraction of particles which were size selected with a nano-DMA (Grimm Aerosol Technik, S-DMA, 55–100) were used for the calibration. The laminar flow DEG-CPC 1 was calibrated according to the setup shown in Fig. 1. To measure the total concentration after the DMA, as a first test, a Faraday cup electrometer was used as a reference. The particle concentrations after the size selection were low due to many factors, including low ion concentrations (about 400 cm\textsuperscript{-3}) (Kirkby et al., 2011), fast particle growth (i.e. particles grow out of the desired size range quickly) and internal losses in the DMA. This resulted in an unacceptably high signal-to-noise ratio and therefore it was decided to use a PSM at a fixed cut size as the reference instrument instead of an electrometer. The PSM has a significantly lower cut-off size than the laminar flow DEG-CPC, a steep counting efficiency curve (d\textsubscript{50} = 1.1 nm, d\textsubscript{90} = 1.5 nm for ammonium sulfate, Wimmer et al., 2013), and it is a single particle counter. We assume that the PSM behaves similarly to the laminar flow DEG-CPC regarding the ambient temperature. To ensure that the cut-off diameter of the PSM stays the same despite varying experimental temperatures, the saturator temperature of the PSM was adjusted for each temperature in the CLOUD chamber. By keeping the homogeneous background in the PSM constant, the assumption is made that the supersaturation within the instrument stays consistent. More detailed discussion about the influence of the temperature settings on the instrument behaviour when using an ultrafine DEG-based CPC can be found in e.g. Jiang et al. (2011a) and Kangasluoma et al. (2015). These assumptions have not been quantified and certainly add some uncertainty to the results. It would be highly interesting to investigate the effect of the ambient temperature on ultrafine CPCs further, but this is not in the scope of this technical note. With this setup, the problem with a too low signal-to-noise ratio could be reduced; in frame of the measurements presented here, these were the best results we could achieve.

During the calibration measurements, the nano-DMA was set to stepping mode, resulting in better statistics for each size bin. The size range of the nano-DMA was limited to a maximum size of 10 nm, which requires keeping the particles in that size range for the time period of each calibration experiment. Slow enough growth was achieved by periodically switching on and off UV lights at very low intensities for a few minutes. As soon as the particles grew to sizes bigger than 10 nm, the UV was switched on again to trigger new formation and growth of small particles. To ensure stable temperature of the calibration system, the DMA was located in a temperature-controlled rack, which was kept at 243.15 K for the measurements at 207.25 K and 222.65 K in the chamber, whereas the rack was at 275.15 K for the measurements at 246.25 K in the chamber. Due to technical limitations of the temperature control of the racks and the heat load of the instruments inside the racks, it was impossible to reach the same temperature as in the chamber. For the inlet system to the DMA, a core sampling line was used to lower diffusion losses. The transport flow for the DMA was set to 10 L min\textsuperscript{-1}, while the aerosol flow through the DMA...
was 2 L min$^{-1}$. The sheath flow of the DMA passed through a heat exchanger. The dilution flow after the DMA was taken from a different sampling line to guarantee the same composition and temperature of the stream. By setting the sheath flow to 17 L min$^{-1}$, a good sheath air to sample flow ratio was achieved to ensure a narrow size distribution in the DMA (Jiang et al., 2011a).

### 4 Method for determining growth rates from the DEG-CPCs

The low cut-off CPCs (DEG-CPCs and PSMs) have been used at CLOUD to determine the initial growth rate (GR) of the particles. This is relevant e.g. for scaling the nucleation rates, measured at larger sizes (Kirkby et al., 2011; Almeida et al., 2013; Kulmala et al., 2013) down to smaller sizes (e.g. 1.7 nm) (Kerminen and Kulmala, 2002). To determine whether the shift in the cut-off curves influences the scientific outcome of the measurements with the laminar flow DEG-CPCs significantly, the growth rates have been determined and compared to other instruments (NAIS (Mirmir and Mirme, 2013) and PSM). The growth rates from the PSM were determined by using two PSMs at different cut sizes together with the other ultrafine CPCs, according to the method shown in Lehtipalo et al. (2014). From the NAIS the growth rates were determined by following the time evolution of the maximum concentration in each size bin of the instrument (Kulmala et al., 2012).

An example that illustrates the chosen method for calculating the growth rates is shown in Fig. 2. The raw signal from the CPCs was smoothed using a running average of 5 s. The total measured number concentration was normalized to the maximum for each run separately. Next, the times when the concentrations reached half of the maximum concentrations were determined. The half maximum is defined by the range between 50 and 60 % of the maximum concentration as even the averaged data show fluctuations. The time difference between the half maxima of the two DEG-CPCs was then used for determining the growth rates. A similar method for establishing GRs from CPCs with different cut-off sizes is described in Riccobono et al. (2012) and Lehtipalo et al. (2014).

The cut size of the DEG-CPC 2 could not be determined via calibration measurements using the CLOUD chamber. The cut-off diameter was estimated to be 0.3 nm smaller than the DEG-CPC 1, based on the growth rates calculated using different ultrafine CPCs and their respective cut-off diameters (PSM $d_{50} = 1.1$ nm, TSI 3776 $d_{50} = 2.9$ nm).

The times used for the growth rate analysis are marked with arrows in Fig. 2. The half maximum points (60 % in this case, which was the allowed range due to statistics) here were reached at 14:10:45 and 14:12:50, resulting in a time difference of 125 s and therefore in a GR of 9.3 nm$^2$ h$^{-1}$. The temperature in the chamber in this case was 223.15 K and the electrodes of the high voltage control were set to ±30 kV, so it was a neutral run.

The nucleation experiments in CLOUD which were used for the GR calculations shown here were done at different temperatures and sulfuric acid concentrations. To determine a possible temperature trend for the different instruments, the growth rates shown here were normalized to the same sulfuric acid concentration (10$^7$ cm$^{-3}$). This was done by multiplying the calculated growth rates, which are a function of the sulfuric acid concentration with 10$^7$. This factor was then divided by the measured sulfuric acid concentration. That procedure was applied for each growth rate/SA concentration pair individually (see Eq. 1). This is a very simplified method based on the assumption that there is a linear relationship between the growth rates and the sulfuric acid concentration. From the measurements with a high-resolution mass spectrometer, it is known that at temperatures below 278 K the major species contributing to the nucleation and growth in the CLOUD chamber is sulfuric acid (Schobesberger et al., 2013). The normalization was done using the following equation:

$$\text{GR}_{\text{norm}} = \text{GR}_{\text{calc}}(\text{H}_2\text{SO}_4) \times 10^7/\text{H}_2\text{SO}_4^{\text{meas}}$$

(1)

$\text{GR}_{\text{calc}}$ here means the GRs calculated from the CPC measurements and $\text{H}_2\text{SO}_4^{\text{meas}}$ means the measured sulfuric acid concentration from the CIMS. Growth rates higher than 20 nm$^2$ h$^{-1}$ have been neglected, as then the time difference between the two laminar flow DEG-CPCs becomes too small.
the symbols show the measured data points at three different temperatures (246.25, 222.65, 207.15 K). Black curve shows laboratory calibrations (Wimmer et al., 2013) using negatively charged ammonium sulfate clusters. The $d_{50}$ relative is shifted from about 1.4 nm at room temperature (relative to an electrometer) to 2.5 nm in the case of 207.15 K about 2.6 nm for 246.25 K, and for the 222.65 K the cut-off is shifted to 2.8 nm. To illustrate the values for the cut-offs, dashed lines pointing to the according sizes are added to the figure. Due to low statistics, the $y$ axis error bars are rather large. The error, resulting from the finite width of the transfer function of the nano-DMA used for the low temperature calibration measurements, is 0.185 at 1.47 nm, 0.158 at 1.78 nm and 0.14 at 3 nm according to Jiang et al. (2011b).

5 Results

5.1 Upper tropospheric temperature calibration results

Figure 3 shows the calibration curves at different temperatures (207.25, 222.65, 246.25, 293 K). Due to the huge scatter and large error bars a number of the red data points seem to indicate a small cut-off at 208.15 K, but the majority of the data points below 2 nm are at 0 and the fit shows that the cut-off relative to a PSM is shifted. The data points in Fig. 3 are taken from the experiments with the highest particle concentrations after the DMA. Three-parameter sigmoidal fits (Stolzenburg and McMurry, 1991) are applied to the measured data points

$$\text{fit}(d_p) = a + b/(1 + \exp(-c \cdot (d_p - d_{50})))$$

and are weighted based on the error bars of the measured data points. To fit the 207.25 K data, the parameter $c$ (= rate of change in 1/1 nm) had to be fixed to 0.3 and the base value (parameter $a$) to 0; otherwise the fit would not have converged due to the large error bars in the smaller sizes. The values for the half maxima ($= d_{50}$) given by the fits are $2.5 \pm 0.05$ for the data points at 207.25 K, $(2.6 \pm 0.1)$ nm for 246.25 K and $(2.8 \pm 0.05)$ nm for the data taken at 222.65 K. As the overall particle concentration after the DMA was typically 10 cm$^{-3}$, the relative errors of the measurements are large. This means that the results are qualitative. Time and technical limitations prevented the acquisition of more data.

Nevertheless there is a clear shift in the cut-off diameter relative to a PSM, towards larger sizes at lower temperatures. Analysis using CLOUD5 run data at higher temperatures for determining the cut-offs of the DEG-CPCs at room temperature (295 K) showed comparable results to the laboratory calibration measurements ($d_{50} \sim 1$ nm). The shift in the cut-off size from room temperature to UT temperatures could be caused by shifts in the internal temperature-dependent diffusion losses. The calculation (Baron and Willeke, 2001) shows that this difference is negligible. At 246.25 K, the diffusion loss corrected $d_{50}$ is at 2.7 nm, whereas it is 2.8 nm for the uncorrected data. It is worth noting here that the temperature-controlled rack was set to the same temperature (243 K) for the calibration measurements at 207 and 222 K. The calibrations at a chamber temperature of 246.25 K were done with a rack temperature of 275 K, which is much closer to the chamber temperature.

Two effects could cause the shift in the counting efficiency curves. The first one is a possible change in the profile of supersaturation in the condenser of the CPC due to a different temperature of the sample flow. In that case, the shift would be expected to be a function of temperature. Modelling results using COMSOL 5.0 multiphysics model show that, assuming a constant flow of 0.3 L min$^{-1}$ from the inlet of the CPC until the beginning of the capillary, the final temperature of the flow is 326 K for an inlet temperature of 208.15 K and the same for an inlet temperature of 298.15 K. The dimensions that were used for the modelling are 2.2 cm inlet at ambient temperature; 17.3 cm inside the CPC cabin, assuming a temperature of 303.15 K; and 2.7 cm inside the saturated region, assuming a temperature of 328.15 K. These results suggest that the ambient temperature does not influence the profile of the saturation ratio in the condenser of the CPC. The second effect would be that the shift is caused by evaporation of particles before being activated in the CPC. This means that after the particles are size selected in the DMA, which is still in the cold environment, they shrink. That leads to a shift in the counting efficiency as the particles changed in size after they were size selected.

5.2 Comparison of growth rates

Figure 4 shows the growth rates normalized to a H$_2$SO$_4$ concentration of $10^5$ cm$^{-3}$ (Eq. 1) in nm h$^{-1}$ on the $y$ axis as a function of temperature for the laminar flow DEG-CPCs, the PSMs and the NAIS. All the GRs are determined at about 2 nm. The normalized GRs are averaged for the different temperature ranges [206–208] K, [221–223] K and [245–248] K and also the temperatures are averaged for each range. The error bars show the standard deviation of the averages of the
where sulfuric acid and than bigger particles due to the Kelvin effect (Mckenzie et al., 2004). Equation (3) is only valid for situations without evaporation. Very small particles have higher evaporation rates than bigger particles due to the Kelvin effect (Mckenzie et al., 1984). In fact particles below the critical diameter, if such a diameter exists, will mainly evaporate while particles bigger than the critical diameter will grow. In these calculations the evaporation effect on the growth rate is given by

$$ GR = (k_c - k_e) \Delta d_p, $$

where $k_e$ is the evaporation rate as described by Lovejoy et al. (2004). This equation accounts for the evaporation of particles. The relative contribution of evaporation versus condensation is determined by the vapour pressure of the condensing species. At higher temperatures the growth rates were calculated for a sulfuric acid concentration of $7 \times 10^8$ cm$^{-3}$, as at this temperature a significant background contamination of NH$_3$ was present in the CLOUD chamber (Kirkby et al., 2011). NH$_3$ can lower the saturation vapour pressure of sulfuric acid over these small aerosols, though the magnitude of this effect depends on the composition in gas and aerosol phase (Clegg et al., 2008). SAWNUC includes only aerosols containing H$_2$SO$_4$ and water in the calculation; nevertheless, the calculations give a good indication about the growth rate behaviour when evaporation can not be neglected. The results from those calculations compared to the experimental data are shown as the purple triangles in Fig. 4. The comparison with the data shows that the SAWNUC predictions show a similar temperature trend as the experimental data (i.e. smaller GR above 0°C). This drop-off at higher temperatures remains unclear; nevertheless the higher GRs retrieved from the NAIS data compared to the SAWNUC model and to the GRs from the CPCs at the lower temperatures might be due to a charge enhancement (Laakso et al., 2003).

6 Conclusions

We investigated the performance of the DEG-based CPC under temperatures typical for the upper troposphere by performing a set of calibration measurements at temperatures between 248.15 and 208.15 K. Here the CLOUD chamber was used as an aerosol particle source and a nano-DMA to size select the particles. As the total particle concentration was low, a single particle counter (PSM) was used as the reference instrument for the calibration measurements. The results show that there is a shift in the cut-off diameter of the CPC towards bigger sizes compared to the laboratory calibrations at room temperature. The cut-off sizes, relative to a PSM, were 2.5 nm for 207.25 K, 2.8 nm for 222.65 K, 2.6 nm for 246.25 K and 1.4 nm relative to an electrometer for 298.15 K (room temperature) for the DEG-CPC. As the maximum concentration of particles after the DMA was about 10 cm$^{-3}$, the uncertainty in the cut-off diameters retrieved from those measurements is large. This means that the results show a clear shift in the cut-off diameters towards the bigger sizes, but the exact numbers for the cut-off diameters need to be treated carefully. Despite the big uncertainties in the measurement results, for the first time, a sub-3 nm

Figure 4. The growth rates normalized to a sulfuric acid concentration of $10^7$ cm$^{-3}$ as a function of temperature. The GRs have been calculated using the laminar flow DEG-CPCs, the PSMs and the NAIS. Red symbols show the average growth rates at the given temperature determined from the DEG-CPCs, from the NAIS in blue and from the PSMs in green. The error bars show the standard deviation of the average. The black line shows the expected growth rates based on kinetic collisions of sulfuric acid molecules (Nieminen et al., 2010). The purple triangles show calculations using the SAWNUC model. The modelled results show a similar temperature trend, as here evaporation is taken into account.

5.3 Theoretical calculation of growth rates

The GR can be described as

$$ GR = k_c \Delta d_p, $$

where $\Delta d_p$ is the change of diameter due to the condensing sulfuric acid and $k_c$ is the condensation rate. The condensation rate and the change in diameter were determined for a particle of 2 nm with the SAWNUC model (Lovejoy et al., 2004). Equation (3) is only valid for situations without evaporation. Very small particles have higher evaporation rates than bigger particles due to the Kelvin effect (Mckenzie et al., 2011).
CPC has been calibrated under temperatures relevant to upper tropospheric. In addition, the calibration measurements were done using the same particle composition as for the nucleation measurements.

We used a method to analyze growth rates based on the difference in the cut-off sizes between two DEG-CPCs, using the results from the calibration measurements and compared the calculated growth rates with those derived from other instruments. To evaluate the validity of the results, the GRs have been compared to the growth rates determined from mixing type CPCs (PSMs) and an ion spectrometer (NAIS) at different temperatures. All the instruments show higher GRs for lower temperatures. The average values of the growth rates from the NAIS show somewhat higher values (factor of 2.2) compared to the GRs determined from the DEG-CPCs. The growth rates derived from the PSM and DEG-CPCs agree within a factor of 1.2. The growth rates show a similar temperature trend for all instruments and theoretical calculations. This indicates that growth rates at low temperatures might be underestimated. However, the CPCs detect both charged and neutral particles, whereas the NAIS measured charged particles. The GRs calculated from kinetically limited collision rates of sulfuric acid and water show the opposite temperature trend, but here evaporation is not taken into account. The SAWNUC (Lovejoy et al., 2004) model where evaporation is taken into account shows a similar temperature trend as the experimental data.

We have shown that when using CPCs at upper tropospheric temperatures, it must be taken into account that cut-off diameters might be shifted towards bigger sizes. This effect might be due to evaporation of the smallest particles. We ruled out the possibility of a change of the CPC performance by modelling the temperature profiles of the CPC inlet for 208.15 and 295.15 K. The modelling results show the exact same resulting temperature at the beginning of the aerosol capillary. That suggests that the effect leading to the shift in the cut-off diameter is due to particle evaporation in the transition from the cold chamber into the warm CPC. Taking the cut-off shift (due to evaporation) into account, CPCs can still be reliably used as total particle counters, depending on the size distribution.
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