Evaluation of updated nitric acid chemistry on ozone precursors and radiative effects
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Abstract. This study shows that revising the reaction rate of NO₂ + HO₉ → HNO₃ improves simulated nitrogen partitioning and changes the simulated radiative effects of several short-lived climate forcers (SLCF). Both laboratory and field study analyses have found that the reaction rate should be reduced by 13–30% from current recommendations. We evaluate the GEOS-Chem model over North America with and without the recommended update using observations from the Intercontinental Chemical Transport Experiment – North America (INTEX-NA) Phase A campaign. Revising the NO₂ + HO₉ → HNO₃ rate coefficient improves model performance of oxidized nitrogen partitioning by increasing NOx concentrations in the upper troposphere and decreasing HNO₃ throughout the troposphere. The increase in NO₃ concentrations has a corresponding global increase in O₃ concentrations and local increases in sulfate aerosols, causing a perturbation in simulated radiative effects. These findings demonstrate the positive influence the mechanism update has on the partitioning of oxidized nitrogen species, the benefits it provides when compared to aircraft observations, and the simulated radiative effects that the reduction induces.

1 Introduction

Global chemical transport models (GCTMs) are excellent tools for exploring our scientific understanding. They are used to estimate concentrations fields, develop source–sink budgets for compounds, source–receptor relationships, infer emission inventories, and estimate the impact of emission reduction strategies (e.g., Jaeglé et al., 2003; Fusco and Logan, 2003; West et al., 2006; Chen et al., 2009; Millet et al., 2010; West et al., 2009; Kopacz et al., 2010). The benefit of GCTMs to their regional counterparts is the scale that decreases sensitivity to boundary conditions (Jacobson, 2005). When new information on a process emerges in the literature, the GCTM must be evaluated in the context of that update. In addition, an understanding into how this update would have influenced conclusions from previous studies must be considered.

GCTMs are often used to predict ozone and aerosol concentrations that are products of photochemical oxidation. In the context of oxidation, the chemical component of GCTMs (i.e., chemical mechanism) indirectly influences all the other processes. Chemical transformation directly changes the chemical availability of compounds and the physical properties of compound families. For instance, Reaction (R1) decreases the photochemical availability of a hydroxyl radical (HO₉) and nitrogen oxides (NO₃ = NO + NO₂). Reaction (R1) also increases the solubility of oxidized nitrogen since the Henry’s Law coefficient for HNO₃ (2.1 × 10⁵ M atm⁻¹ at 298 K) is 7 orders of magnitude greater than that of NO₂ (10⁻² M atm⁻¹ at 298 K). Uncertainty in Reaction (R1) would, therefore, affect the lifetime of NO₃ emissions and the lifetime of NOₓ as a NOₓ reservoir. This is important for other molecules, such as ozone, since ozone production is limited, on average, by NOₓ availability (Sillman et al., 1990; McKeen et al., 1991; Chameides et al., 1992; Jacob et al., 1993; Jaeglé et al., 1998a).

NO₂ + HO₉ → HNO₃

(R1)
measure at temperatures and pressures in the troposphere (Donahue, 2011). In a recent study, Mollner et al. (2010) employed state-of-the-science techniques to accurately measure the reaction rate at standard temperature and pressure ($T = 298 \text{ K}$ and $P = 1 \text{ atm}$). In a subsequent study, Henderson et al. (2012) constrained the rate of Reaction (R1) using aircraft measurements from the upper troposphere ($T = 240 \text{ K}$ and $P = 0.29 \text{ atm}$). Both of these studies recommend significant downward revisions, and the rate recommended in the upper troposphere suggests an update to the temperature sensitivity (Henderson et al., 2012).

As will be demonstrated in this study, updates to the rate of Reaction (R1) have the potential to change NO$_x$, radical, and ozone concentrations. As well, since tropospheric ozone is a short-lived climate forcer (SLCF), changes in the simulated radiative flux are expected. This study implements the mechanism update in the GEOS-Chem chemical transport model and evaluates the impacts related to oxidized nitrogen partitioning. In addition to the effects on oxidized nitrogen partitioning and ozone precursors, the study also utilizes an offline radiative transfer model to evaluate the simulated instantaneous radiative forcing that this mechanism update produces. We hypothesize that the increased NO$_x$ lifetime will increase NO$_x$ concentrations, decrease HNO$_3$ concentrations, reduce the ratio of HO$_2^+$ to HO$_2^+$ concentrations, and lead to localized positive radiative effects where ozone increases occur.

2 Methods

2.1 Model description

We simulate the Intercontinental Chemical Transport Experiment – North America (INTEX-NA) Phase A (INTEX-A) time period (July–August 2004) using the GEOS-Chem global chemical transport model (version 9-01-02; Bey et al., 2001). The GEOS-Chem model explicitly simulates tracer species advection, diffusion, deposition, gas-phase reactions, and equilibrium partitioning of gasses and aerosols. This is accomplished by using inputs for meteorology, emissions, and chemistry. We configured GEOS-Chem to simulate 1 July to 30 August, with chemical concentrations produced at a horizontal resolution of $2^\circ \times 2.5^\circ$ and 47 vertical levels. We evaluated levels 1 through 32, which range in resolution from 120 m near the surface to 1000 m at the top of the model. The simulated time frame covers the period observed by the National Aeronautics and Space Administration (NASA) aircraft (DC-8). While we have simulated global fields, the model evaluation covers the Northern Hemisphere, primarily over North America (see Fig. 1). The meteorological inputs are produced by the NASA Global Modeling and Assimilation Office (GMAO) and assimilate observations from the Goddard Earth Observing System version 5 (GEOS-5). The GEOS-5 system is the latest version and has observations starting on 1 January 2004. The model was configured to use cloud convection with a 15 min time step and planetary boundary mixing with the non-local option. The emissions include biomass (van der Werf et al., 2006), biogenic (Guenther et al., 2006), lightning (Ott et al., 2010), and anthropogenic emissions (described below).

Anthropogenic emissions of NO$_x$, CO, and SO$_2$ are included at both a global and regional scale. At the regional scale, anthropogenic emissions of NO$_x$, CO, and SO$_2$ are specifically provided for the United States of America, Europe, Mexico, and Southeast Asia. The United States emissions are derived from the EPA’s National Emission Inventory (NEI) for the year 2005 and supplemented by the biofuel emission inventory from 1999. In contrast to the 1999 NEI, the mobile NO$_x$ emissions from the 2005 NEI have compared well to fuel use estimates (Parrish, 2006; Dallmann and Harley, 2010). The European emissions are provided by the Co-operative Programme for Monitoring and Evaluation of the Long-range Transmission of Air Pollutants in Europe (EMEP) inventory for Europe in 2000 by Vestreng and Klein (2002). The Mexico emissions are derived from the 1999 Big Bend Regional Aerosol and Visibility Observational (BRAVO) emissions inventory for Mexico (Kuhns et al., 2003). Asia emissions are derived from Streets et al. (2003, 2006). For the rest of the world, emissions are derived from the Emission Database for Global Atmospheric Research (EDGAR) fossil fuel inventory and scaled from the year 2000 (Olivier et al., 2002).

2.2 Chemistry updates

In this study, we compare simulations with standard chemistry (base case) and revised chemistry (HNO$_3$ case). The reaction rate of NO$_2$ + HO$_2^+$ is decreased to account for emerging literature recommending a downward revision (Mollner et al., 2010; Henderson et al., 2012). Mollner et al. (2010) recommend a 13% decrease to the rate recommended by Sander et al. (2011), which is lower than that recommended by Atkinson et al. (2004). Donahue (2011) commended the recent work by Mollner et al. (2010), but asserted that there is remaining uncertainty. Henderson et al. (2012) also re-evaluated the rate constant using Bayesian inference and measurements from the upper troposphere. The evaluation in the upper troposphere complements the Mollner et al. (2010) study with information at temperatures from 230 to 250 K. Henderson et al. (2012) concluded that the temperature sensitivity is currently overestimated and should be revised according to Eqs. (1) and (2). As such, updates to GEOS-Chem in the HNO$_3$ case are as follows:

\[
k_0 = 1.49 \times 10^{-30} \left( \frac{T}{300} \right)^{-1.8}, \tag{1}
\]

\[
k_\infty = 2.58 \times 10^{-11}. \tag{2}
\]
2.3 Observation description

In this study, we evaluate the model using aircraft observations from the INTEX-A campaign. The INTEX-A campaign collected observations from 90 m to 11.9 km covering North America (Fig. 1). The suite of measurements from this campaign included inorganic species (NO, NO₂, PAN, HNO₄, HNO₃, O₃, H₂O₂, and CO) and organic species (CH₂O, CH₃CHO, and CH₃C(O)CH₂). As with other studies (e.g., Hudman et al., 2007), the observations are filtered to exclude stratospheric intrusion, biomass burning, wildfires, and fresh pollution plumes. These events are excluded because the model is not designed to capture the variability of extreme events, or events on a horizontal scale smaller than the model resolution. First, stratospheric intrusion is identified when the ratio of O₃ to CO is greater than 1.25. Biomass burning is identified by concentrations of hydrogen cyanide and acetoneitrile greater than 500 and 225 ppt, respectively. Fresh pollution plumes are identified where NOₓ was more than 40 % of the total oxidized nitrogen (NOₓ ≡ NOₓ + PAN + HNO₂), or if NOₓ is not available, when NO₂ > 400 ppt and below 3 km.

For each measurement, an estimation or calculation of the uncertainty in the measurement technique was carried out. Depending on the measurement, the uncertainty was either provided on a per-sample basis or for the whole data set. Absolute uncertainty is provided on a per-sample basis, while relative uncertainty is provided for the data set. Relative uncertainty (1σ) was provided for O₃ (±5 %), HO²⁻ (±15 %), HO₂⁻ (±15 %), PAN (±15 %), and NO₂ (±5 %). For HNO₃ (measured by P. Wennberg at the California Institute of Technology), uncertainty was provided as a column-wise absolute uncertainty that combines calibration, water correction, and background signal. The uncertainty was propagated from the 0.5 s timescale to the 1 min timescale through linear propagation. The HNO₃ relative error simple average is 20 %, median is 12 %, 75th percentile is 19 %, and the concentration weighted average is 11 %.

The NO₂ measurement has a known interference at low temperatures (Browne et al., 2011). At low ambient temperatures, pernitric acid (HNO₄) and methyl peroxo nitrate (CH₃ONO₂; MPN) dissociate in the inlet tube, adding molecules of NO₂ to the measurement. When temperatures are above 255 K, the interference is less than 5 % and within stated uncertainty limits (Browne et al., 2011). However, when temperatures are below 255 K, such as in the upper troposphere, the interference can be more than 15 %. For temperatures below 255 K, we use a chemical box model (Henderson et al., 2012) to estimate the concentration of MPN and reduce the NO₂ measurement accordingly. This chemical box model was validated with a modified version of GEOS-Chem that included MPN (not shown). Post-analysis of MPN suggests that the difference between the two models was less than a factor of 2. Box-model median MPN concentrations were 14 ppt at 8 km and 17 ppt at 10 km. The modified GEOS-Chem median MPN concentrations were 15 ppt from 8 to 9 km and 34 ppt from 9 to 10 km. Above 10 km, the uncertainty in our box-model MPN predictions increase, which leads us to evaluate the mechanism update only below 10 km. Although there are differences between the two models below 10 km, they are insufficient in magnitude to alter our conclusions. In addition to individual measurements, this analysis focuses on species groups and algebraic combinations of measurements. The two most notable species groups are NOₓ (NO + NO₂) and NOᵧ (NOₓ + PAN + HNO₂) and their uncertainty is simply the root of the summed squared error for each group.

For nitric oxide (NO), the direct measurement is not sensitive to the concentrations studied here. Nitric oxide was measured by chemiluminescence with a 50 ppt lower limit of detection, which is too high to characterize the middle free troposphere (e.g., Bertram et al., 2007; Singh et al., 2007). As a...
result, we calculate steady-state NO as described in Eq. (3), where \( j \) is the photolysis rate, \( T \) is the temperature, and \( [[\cdot]] \) denote concentrations. The uncertainty in the derived NO value is propagated from \( \text{NO}_2 \), \( \text{O}_3 \), and \( \text{HO}_2 \), with the assumption that temperatures and reaction rates are precisely known.

\[
\text{[NO]_{ss}} = \frac{j[\text{NO}_2]}{3.3 \times 10^{-12} \times \exp \left( \frac{220}{T} \right)[\text{HO}_2] + 3.0 \times 10^{-12} \times \exp \left( \frac{-1250}{T} \right)[\text{O}_3]}
\]

(3)

Descriptive statistics and uncertainties for the INTEX-A measurements are characterized in Table 1. The table summarizes uncertainty evaluated for the whole data set, but the uncertainty at each altitude varies. For each measurement, Table 1 shows the number of valid measurements, mean (\( \bar{X} \)), percentiles (5, 50, and 75 %), and mean uncertainties (relative \( \frac{\sigma}{\bar{X}} \) %; absolute \( \sigma \) in measurement units).

### 2.4 Method of model evaluation

The simulations spatially average concentration over a 48,000 km\(^2\) area, reducing the variance of chemical concentrations. While the observations also spatially average concentrations, their line segments only range from 4 to 17 km. Based on these differences alone, we expect the observed and simulated population data sets to each have their own mean and variance for each chemical species. For lognormally distributed species (\( \text{NO}_x \), \( \text{HNO}_3 \)), the means cannot be compared because the variances are expected to be different. In this case, the species can be log transformed to reduce the bias of the mean, but the variances of the observations and model are still different. This difference precludes certain statistical evaluation techniques, such as the Student’s \( t \) test, from being used in this evaluation.

To alleviate this problem, a variant of the Student’s \( t \) test, called the Welch’s \( t \) test, is used. The Welch’s \( t \) test (hereafter \( t \) test) is a variant of the Student’s \( t \) test that calculates the combined variance using the Welch–Satterthwaite equation (Welch, 1947). The \( t \) test estimates the probability that the measured and modeled mean could be obtained given repeated sampling, with the assumption that the true means are the same. This type of test does not inherently account for potential bias in the measurements, but can be used as part of a framework that does.

The true bias of a measurement cannot be known until it is compared to a superior method under similar circumstances. There is, currently, insufficient data to fully characterize all the biases of measurements made during the INTEX-A campaign. For some measurements, however, multiple techniques produce different answers or subsequent analysis demonstrates a bias. In order to account for measurement uncertainty, we use a method referred to as the two one-sided \( t \) tests (TOST) (Schuirmann, 1987). Using TOST, we can test whether the model predictions are within measurement uncertainty by rejecting one of two null hypotheses. The first null hypothesis is that the simulated mean is greater than the observations adjusted to their lower bound. The second null hypothesis is that the simulated mean is less than the observations adjusted to their upper bound. If we reject either hypothesis, we have rejected that the model mean is equivalent to the observation mean. This approach is equivalent to assuming a systematic bias equal to the uncertainty in the measurement. Using relative uncertainty, we formulate the null hypotheses \((H_{0.1} \text{ and } H_{0.2})\) shown below using products. For each measurement, the observed accuracy is based on an estimate, which can be found in the header of the observation files.

\[
H_{0.1} : \mu_{\text{mod}} \geq \mu_{\text{obs}} \times (1 - U)
\]
\[
H_{0.2} : \mu_{\text{mod}} \leq \mu_{\text{obs}} \times (1 + U)
\]

For each simulation, we evaluate the model in 1 km vertical bins. This method of evaluation was chosen since temperature, pressure, and transport have large variability throughout the vertical troposphere, and these variables play a strong role in the rate of Reaction (R1). In each vertical bin, we compare populations of observed and simulated chemical concentrations. By default, the plane flight sampling in GEOS-Chem outputs one prediction for each observation. The model’s larger spatial and temporal averaging, however, means that a model grid cell can be paired with more than one

### Table 1. Measurement descriptive statistics (mean: \( \bar{X} \); percentiles: 5, 50, 90 %), average relative uncertainty as a percent \( \frac{\sigma}{\bar{X}} \)%, and absolute uncertainty in measurement units.

<table>
<thead>
<tr>
<th>Measured (unit)</th>
<th>( N )</th>
<th>( \bar{X} )</th>
<th>5 %</th>
<th>50 %</th>
<th>95 %</th>
<th>( \frac{\sigma}{\bar{X}} ) %</th>
<th>( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
<td>3745</td>
<td>95.1</td>
<td>4.9</td>
<td>30.1</td>
<td>361.9</td>
<td>7.3</td>
<td>6.9</td>
</tr>
<tr>
<td>NO(_2)</td>
<td>3995</td>
<td>94.9</td>
<td>7.8</td>
<td>39.8</td>
<td>335.4</td>
<td>5.0</td>
<td>4.7</td>
</tr>
<tr>
<td>HNO(_4)</td>
<td>2399</td>
<td>37.5</td>
<td>1.5</td>
<td>24.2</td>
<td>111.4</td>
<td>23.0</td>
<td>8.6</td>
</tr>
<tr>
<td>PAN</td>
<td>3046</td>
<td>268.9</td>
<td>13.0</td>
<td>225.8</td>
<td>658.4</td>
<td>15.0</td>
<td>40.3</td>
</tr>
<tr>
<td>HNO(_3)</td>
<td>2423</td>
<td>420.6</td>
<td>59.8</td>
<td>313.2</td>
<td>1109.8</td>
<td>21.0</td>
<td>51.1</td>
</tr>
<tr>
<td>NO(_x)</td>
<td>3745</td>
<td>182.1</td>
<td>14.3</td>
<td>77.4</td>
<td>621.7</td>
<td>4.7</td>
<td>9.0</td>
</tr>
<tr>
<td>NO(_2) + PAN + HNO(_3)</td>
<td>1818</td>
<td>680.2</td>
<td>165.7</td>
<td>569.6</td>
<td>1527.8</td>
<td>12.2</td>
<td>68.3</td>
</tr>
<tr>
<td>NO(_y) + PAN + HNO(_3)</td>
<td>1743</td>
<td>819.0</td>
<td>208.4</td>
<td>668.4</td>
<td>1919.1</td>
<td>9.9</td>
<td>68.3</td>
</tr>
</tbody>
</table>
observation. In these occurrences, model predictions were not double counted. Following this process, two data sets (observations and predictions) existed for each altitude bin that combined to represent a sample of the atmosphere.

We evaluate the model by using the t test for species and species groups to examine their bias. This evaluation will include NO\(_x\) and the family of compounds involved in its cycling, which largely drives photochemical ozone production. As such, we evaluate NO\(_x\) and its products by defining NO\(_x\) as the sum of NO\(_y\), PAN, and HNO\(_3\) (NO\(_x\) = PAN + HNO\(_3\)). Since there is a bias in NO\(_y\) (see Results), the evaluation of NO\(_x\) components is performed on a normalized basis.

2.5 Radiative effects

Changes in nitric acid formation affect the concentrations of various SLCF. These forcers have the capacity to affect localized climate and change the radiative budget. For this study, these forcings are largely driven by changes in tropospheric ozone concentrations. To assess the radiative effects of changing the nitric acid reaction rate, the Parallel Offline Radiative Transfer (PORT) model was used (Conley et al., 2013). This stand-alone model was developed at the National Center for Atmospheric Research (NCAR) and isolates the radiation code from the Community Atmosphere Model (CAM). The model calculated the direct instantaneous radiative forcing due to the nitric acid kinetic update, strictly as it relates to changes in atmospheric composition simulated by GEOS-Chem.

Input to PORT was compiled using output from the GEOS-Chem simulations. An instantaneous tracer time series output was created for every 73rd time step, which resulted in output generated every 2190 min. This output schedule enabled a balance of sampling all seasons, day and night occurrences, output files sizes, and overall computational strain. Conley et al. (2013) found such a sub-sampling routine to have less than a 0.1 % relative error in the radiative flux when compared to a PORT simulation using every time sample. The radiative flux is defined as the net change in net downward solar and terrestrial (combined) radiation. Initial analysis of the GEOS-Chem output indicated that the main driver of instantaneous radiative forcing was tropospheric ozone and, to a lesser extent, sulfate aerosols. The instantaneous radiative forcing simulation was carried on for a full year to allow for a calculation of a global annual average change in instantaneous radiative forcing. While the GEOS-Chem evaluation was limited to the time period of the INTEX-A campaign, the radiative effects portion of this evaluation had no such limitations.

3 Results

3.1 Evaluation of updated nitric acid chemistry on atmospheric composition

In this section, the base case and HNO\(_3\) case models are compared to the INTEX-A observations, with a focus on NO\(_y\) and the partitioning of NO\(_y\) species. Each component is evaluated in 1 km vertical bins from the surface (0 km) to 10 km. Due to the high bias of total oxidized nitrogen (NO\(_y\) = NO\(_x\) + PAN + HNO\(_3\)) throughout most of the troposphere (as evident in Fig. 2a), the remaining evaluation will feature a NO\(_x\) normalization.

Figure 2 shows the concentration of total oxidized nitrogen (NO\(_y\)) and the fractional amount of its components (NO\(_x\), PAN, and HNO\(_3\)). For each 1 km bin, Fig. 2 shows the mean (black dots), median (white lines), and 90 % range (5–95 %) of the observed (grey bars) and simulated values (base: blue, HNO\(_3\): red). The dots that represent the simulated means are black if the model mean is consistent with the observations (i.e., we cannot reject \(H_{0.1}\) and \(H_{0.2}\)) and blank if the model mean is not statistically consistent with observations. Figure 2a shows that NO\(_y\) performance changes as a function of altitude. From 0 to 8 km, both models feature statistically significant high biases of their mean values. As well, simulated NO\(_y\) is less concave than observed, especially in the midtroposphere, where observed values are at their minimum.

Between 8 and 10 km, the updated chemistry improves the partitioning predictions of NO\(_x\), HNO\(_3\), and PAN. For NO\(_x\), both cases are low biased from 8 to 10 km; however, the HNO\(_3\) case shows improvements. For HNO\(_3\), both the base and HNO\(_3\) cases are high biased from 8 to 10 km, but once again, the HNO\(_3\) case shows improvements. In fact, the 8 to 9 km observed and simulated mean values no longer show statistically significant differences. For PAN, Fig. 2d shows more incremental improvements in the upper troposphere. On an overall basis, the HNO\(_3\) case provides slight improvements in model performance of NO\(_y\) partitioning in the upper troposphere.

When addressing nitrogen partitioning in the middle and lower troposphere, Fig. 2b shows that both models underpredict NO\(_y\) partitioning from 0 to 2 km. However, when viewing Fig. A1b, it is seen that predicted NO\(_y\) concentrations have high biases. Therefore, this partitioning bias is likely the result of high-biased total NO\(_y\) concentrations. Nonetheless, the HNO\(_3\) case decreases the simulated low bias for NO\(_y\) partitioning. The HNO\(_3\) case improves the predictions of HNO\(_3\) partitioning throughout most of the middle and lower troposphere, but significant improvements in predicted NO\(_x\) and NO\(_y\) concentrations are needed to help alleviate the overall bias. For PAN, Fig. 2d shows that both scenarios predict high speciation at the surface and low speciation in the middle troposphere. However, throughout the middle troposphere, the HNO\(_3\) case increases the PAN normalized fraction, which improves model partitioning predictions.
Figure 2. Model evaluation at ten 1km vertical bins. Each panel shows the 5th to 95th percentile range (box), median (white line), and mean (circle) for observations (grey), the base case (blue), and the HNO$_3$ case (red). When the mean circle for the predictions is filled in, the mean values between the observations and the predictions are not statistically different. The time period of these values matches the INTEX-A time period. The number of observations (black) and model points (blue) per 1 km bin are detailed in the margin.

Using the updated chemistry also exacerbates an existing high bias of ozone (not shown). The base case ozone predictions are high biased throughout most of the troposphere and are likely due to over-predictions of NO$_x$ and NO$_y$. This may be the result of lightning emissions, which are highly uncertain and will be discussed later. Another important observation from Fig. 2 is that NO$_x$ partitioning is altitude dependent. In the middle troposphere, NO$_x$ concentrations and partitioning are biased high (both [NO$_x$] and NO$_x$ : NO$_y$). In the middle and upper troposphere, HNO$_3$ concentrations and partitioning are also biased high and likely a function of the similar high bias seen for NO$_x$. However, PAN is biased high near the surface (both [PAN] and PAN : NO$_y$), but generally consistent with observations on a concentration basis and low biased on a partitioning basis in the middle to upper troposphere.

3.2 Radiative effects of updated chemistry

The SLCF that experienced changes between the base and HNO$_3$ case were ozone and sulfate. As such, these climateforcers were the main focus of this radiative effects analysis. The global annual average instantaneous radiative forcing at the surface and top of the model due to the updated nitric acid mechanism was 6.7 and 27.8 mW m$^{-2}$, respectively. For PORT, the top of the model is 2.194 hPa. The increase in ozone concentrations caused an increase in radiative flux at the surface and the top of the model of 10.4 and 31.0 mW m$^{-2}$, respectively. Similar to ozone, there was a net increase in sulfate aerosols, which occurred mainly in the lower troposphere and over landmasses. These increases resulted in a net decrease in instantaneous radiative forcing, driven by the reflectance of incoming solar radiation. The decreases were $-3.4$ and $-3.1$ mW m$^{-2}$ at the surface and top of the model, respectively.
Figure 3. Annual averaged instantaneous radiative forcing, in mW m$^{-2}$, at the surface (top) and top of the model (middle) for ozone. Net downward atmospheric forcing is shown in the bottom plot for ozone. Unlike the chemical mechanism evaluation, this simulation spanned a full year to enable an annual averaged calculation.

Figure 4. Annual averaged instantaneous radiative forcing, in mW m$^{-2}$, at the surface (top) and top of model (middle) for sulfate aerosols. Net downward atmospheric forcing is shown in the bottom plot for sulfate aerosols. Unlike the chemical mechanism evaluation, this simulation spanned a full year to enable an annual averaged calculation.

Figures 3 and 4 corroborate that ozone was the stronger contributor to surface and top of model direct instantaneous radiative forcing, with more localized effects observed for sulfate. The range of the colorbars in the two respective figures are similar, allowing for a comparison of the magnitude and spatial differences between the two SLCF. In total, Fig. 3 displays the annual average instantaneous radiative forcing due to the changes in ozone from the updated mechanism at the surface, top of model, and the net atmospheric forcing. The net atmospheric forcing is defined as the top of the atmosphere radiative forcing minus the surface radiative forcing and has strong influences on regional precipitation (Shindell et al., 2012).

Figure 3 shows that there is a global increase in instantaneous radiative forcing due to the increases in ozone concentrations. In addition, the instantaneous radiative forcing simulations indicate that the maximum increases occur in the mid-latitudes. Figure 3 also shows that higher values of instantaneous radiative forcing occur at the top of model, when compared to the surface. This leads to a net increase in the atmospheric forcing, which is shown in the third panel of Fig. 3. The maximum of this value is above the Equator and tapers off towards either pole.

Figure 4 displays the annual average instantaneous radiative forcing due to the changes in sulfate from the updated mechanism at the surface, top of model, and the net atmospheric forcing. In contrast to Fig. 3 and the global increase in radiative flux associated with ozone, the simulated instantaneous radiative forcing associated with sulfate was localized. These areas were predominantly over land, with the heaviest changes above highly polluted areas, such as China.
Figure 5. Difference in mean ozone, sulfate, nitric acid and NO\textsubscript{x} mixing ratios mixing ratios between the HNO\textsubscript{3} and base case simulations for the surface layer. The simulation period spanned an entire year.

and the Northeastern United States. Also in contrast to the instantaneous radiative forcing associated with ozone, the radiative effects associated with sulfate strictly resulted in decreases to the radiative flux.

3.3 Spatial variations of short-lived climate forcers

This section describes the spatial concentration changes of the SLCF studied in this analysis, as well as some of the species that play a role in their variations (HNO\textsubscript{3}, NO\textsubscript{x}). In total, changes in their horizontal and vertical patterns, due to the revised mechanism, will be shown. Figures 5 and 6 show that the increases in ozone occurred globally, with maximum increases occurring in the upper mid-latitudes, spanning the entire vertical domain. Vertically, most of the ozone changes occurred in the free troposphere, above the planetary boundary layer. For sulfate, Fig. 5 indicates that the surficial changes were nearly all over landmasses that are traditionally locations of high pollution. However, when viewed in the vertical domain, Fig. 6 shows that the changes to sulfate concentrations were limited to areas near the surface and in the upper mid-latitudes.

Figure 5 shows that the localized concentration changes to HNO\textsubscript{3} and NO\textsubscript{x} in the surficial layer had an inverse relationship with one another, and occurred in the same localized regions as the concentration changes to sulfate. When reviewing Reaction (R1), this inverse relationship is expected. However, the decrease in the formation of nitric acid due to this mechanism update would lead to an expected increase in NO\textsubscript{x}, which is not shown in Fig. 5. When viewing Fig. 6, it is seen that this phenomenon is limited to the surface and quickly changes throughout the rest of the troposphere. This is likely due to an increase in heterogeneous nitrogen chemistry on the surface of the locally increased sulfate aerosols (Bell et al., 2005; Liao et al., 2004). Figure 6 shows that, once again, the concentration changes for HNO\textsubscript{3} and NO\textsubscript{x} are inversely related throughout the troposphere. It should also be noted that the strongest differences in HNO\textsubscript{3} and NO\textsubscript{x} concentrations occurred in the upper troposphere, where the updated chemistry plays a stronger role.

4 Discussion on continued model bias

While the updated chemistry helped improve the predictions of speciated NO\textsubscript{y} at most levels of the atmosphere, several model biases are still observed. One such bias is the over-predictions of NO\textsubscript{x} and NO\textsubscript{y} in the middle troposphere. Sources of NO\textsubscript{x} in these areas include convectively lofted anthropogenic NO\textsubscript{x}, lightning, transport from the stratosphere, and aircraft emissions (Jaeglé et al., 1998b; Hudman et al., 2007). In this study, the observations are filtered to exclude stratospheric intrusion and Allen et al. (2012) found that the impact of aircraft NO emissions on upper tropospheric NO\textsubscript{x} during a flight path from the INTEX-A campaign were generally small. Though, it was stated that the impacts related
to aircraft NO emissions are more evident in periods of low lightning NO\textsubscript{x} (LNO\textsubscript{x}) emissions. This leaves either LNO\textsubscript{x} or convectively lofted anthropogenic NO\textsubscript{x} as the main drivers of this bias. Hudman et al. (2007) studied upper tropospheric NO\textsubscript{x} during the INTEX-A campaign using GEOS-Chem and found that lightning was the dominant factor in upper tropospheric NO\textsubscript{x} bias. Though, the largest bias from their study was in regions of the upper troposphere above the domain used in this study and they were low biased. As well, their version of GEOS-Chem utilized an older vertical release profile of LNO\textsubscript{x}. Newer GEOS-Chem versions, such as the one used in this study, utilize the vertical release profiles developed by Ott et al. (2010). In these updated profiles, large portions of upper and lower tropospheric LNO\textsubscript{x} fractions were moved to the middle troposphere. Figure 7 displays the vertical LNO\textsubscript{x} emission profile for the subtropical regions used in GEOS-Chem (Ott), which is following convection, and two other vertical LNO\textsubscript{x} emission profiles, which were used by Allen et al. (2012). While all LNO\textsubscript{x} vertical profiles display low fractional emissions near the surface, which was one of the significant updates made in Ott et al. (2010), variations do exist in the middle troposphere. These areas happen to be locations where high bias of NO\textsubscript{y}-NO\textsubscript{x} partitioning and NO\textsubscript{x} concentrations mainly occur. It is hypothesized that a bi-modal lighting profile, similar to some of the observations by Ott et al. (2010) and used by Allen et al. (2012), which include a redistribution of some of the NO\textsubscript{x} emissions from the middle troposphere to the upper troposphere, could improve the predictions. In addition to the improvements in NO\textsubscript{x} predictions, this update could also improve NO\textsubscript{y} concentrations and HNO\textsubscript{3}-PAN partitioning.

The simulated concentrations of PAN, which match observations relatively well in the middle and upper troposphere, as seen in Fig. A1d, are most likely tied to the low bias for acetaldehyde and high bias for HO\textsuperscript{•}. The high-biased HO\textsuperscript{•} would preferentially remove fast reacting compounds, like acetaldehyde \((k_{\text{HO}^\cdot} = 4.63 \times 10^{-12} \times \exp(350/T))\), compared to acetaldehyde’s precursors, ethane \((k_{\text{HO}^\cdot} = 7.6 \times 10^{-12} \times \exp(-1020/T))\) and ethanol \((k_{\text{HO}^\cdot} = 3.15 \times 10^{-14})\). This suggests, as did Millet et al. (2010), that there is not, in fact, a missing source of acetaldehyde. Instead, an imbalance caused by over-predicted sinks causes acetaldehyde
underpredictions, which lead to low $\text{CH}_3\text{C}(\text{O})\text{OO}^+$ radicals and reduced PAN formation. The updated chemistry used here exacerbates the $\text{HO}^+$ bias and, in turn, typically lowers the model bias for PAN, which would not be as well simulated in circumstances with proper concentrations of $\text{HO}^+$. More research is necessary to constrain this problem.

Similar to the changes in oxidized nitrogen concentrations, the change in simulated ozone concentrations is modest. The updated model increases the availability of NO$_x$, which is generally the limiting species in tropospheric ozone production. Simulations using the updated chemical mechanism saw global increases of ozone throughout the troposphere, which increases the model bias. This further suggests that constraints on NO$_x$ emissions are needed to improve modeled ozone concentrations.

5 Conclusions

Updates to the NO$_2 + \text{HO}^+$ reaction rate, as suggested by Mollner et al. (2010) and Henderson et al. (2012), were implemented in GEOS-Chem and the resulting model performance was evaluated using observations from the INTEX-NA, Phase-A campaign. This evaluation considered total NO$_x$ concentrations, NO$_x$ partitioning, and the resulting direct instantaneous radiative forcing effects from this mechanism update. An initial comparison found that the base model had a high bias for NO$_x$. As such, NO$_x$ components (NO$_x$, HNO$_3$, and PAN) were evaluated as fractional components to determine how the mechanism effects speciation. Overall, the updated chemistry improves oxidized nitrogen partitioning and decreased the termination of NO$_x$ in the atmosphere through the formation of nitric acid.

In the upper troposphere, the updated chemistry improves modeled results for the partitioning of all NO$_x$ components. In the middle troposphere, HNO$_3$ and PAN also show improvements in predictions; however, the updated chemistry exacerbates a base model bias for NO$_x$. Results in the lower troposphere show increased model bias for HNO$_3$ and PAN. Therefore, additional work is recommended to understand the partitioning of NO$_x$ in the middle troposphere and HNO$_3$ and PAN near the surface.

A near-global increase in ozone concentrations and localized changes in sulfate concentrations also resulted from this update. These variations in short-lived climate forcers have an immediate impact on the amount of trapped energy in the atmosphere. Ozone concentration increases were a result of increased NO$_x$ availability, whereas sulfate increases, which were spatially heterogeneous, are hypothesized to be a result of changes in atmospheric oxidation capacity. Variations in the atmospheric oxidation capacity result from a decrease in the formation of HNO$_3$, which requires NO$_x$ and NO$_2$. This increase in $\text{HO}^+$ enables an increase in the oxidation of SO$_2$ to SO$_4$. Sulfate generally increased over traditionally polluted areas, such as eastern China and the Northeastern United States. Corresponding decreases in HNO$_3$ were simulated throughout the troposphere above these locations, which corroborates the hypothesis that the sulfate increases were likely a result to the changing atmospheric oxidation capacity.

The radiative effects due to the changes in ozone and sulfate concentrations were evaluated using an offline radiative transfer model. The annual average instantaneous radiative forcing was largely driven by the changes in ozone concentrations, with slight effects from sulfate aerosols. Overall, an annual average instantaneous radiative forcing of 6.7 and 27.8 mW m$^{-2}$ was simulated for the surface and the top of model, respectively. The radiative effects from ozone were seen globally, with maximum variances in the mid-latitudes. In contrast, the radiative effects resulting from the changes in sulfate were generally limited to areas over landmasses.

To put these global annual average values into perspective, the Intergovernmental Panel on Climate Change (IPCC) Assessment Report 5 (AR5) estimated that the total radiative forcing since pre-industrial times due to ozone is 350 mW m$^{-2}$. While the concentrations of tropospheric ozone have many determinants beyond the kinetic rate of nitric acid formation, the comparison of model predictions to published values of historical ozone forcing enables a comparative base line to analyze these results against. As well, additional radiative effects can be expected due to this mechanism update. In the tropics, where a net positive increase in atmospheric forcing is simulated, additional atmospheric responses and feedbacks are likely to occur. These feedbacks include changes in atmospheric moisture and cloud cover.
Since the radiative transfer model used in this evaluation was offline, these calculations were not included and should be considered in future work.

Overall, this study demonstrates that updates to the nitric acid chemical mechanism generally improves oxidized nitrogen partitioning performance in GEOS-Chem throughout the troposphere. It should be noted, however, that this model evaluation is based on a model that is already high-biased for NO$_y$ concentrations throughout a majority of the troposphere. As such, improvements to the global emission inventories could significantly help the overall modeled concentrations of total oxidized nitrogen.
Appendix A: Total oxidized nitrogen concentrations

The main text shows total oxidized nitrogen partitioning (see Fig. 2), but not concentrations of component species NO$_x$, HNO$_3$, or PAN. Figure A1 provides concentration data to complement Fig. 2.

Figure A1. Same as Fig. 2 for concentrations instead of NO$_x$ fractions.
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