Quasi-biennial oscillation of the tropical stratospheric aerosol layer
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Abstract. This study describes how aerosol in an aerosol-coupled climate model of the middle atmosphere is influenced by the quasi-biennial oscillation (QBO) during times when the stratosphere is largely unperturbed by volcanic material. In accordance with satellite observations, the vertical extent of the stratospheric aerosol layer in the tropics is modulated by the QBO by up to 6 km, or \( \sim 35\% \) of its mean vertical extent between 100–7 hPa (about 16–33 km). Its largest vertical extent lags behind the occurrence of strongest QBO westerlies. The largest reduction lags behind maximum QBO easterlies. Strongest QBO signals in the aerosol surface area (30\%) and number densities (up to 100\% e.g. in the Aitken mode) are found in regions where aerosol evaporates, that is above the 10 hPa pressure level (\( \sim 31 \) km). Positive modulations are found in the QBO easterly shear, negative modulations in the westerly shear. Below 10 hPa, in regions where the aerosol mixing ratio is largest (50–20 hPa, or \( \sim 20–26 \) km), in most of the analysed parameters only moderate statistically significant QBO signatures (< 10\%) have been found.

QBO signatures in the model prognostic aerosol mixing ratio are significant at the 95\% confidence level throughout the tropical stratosphere where modelled mixing ratios exceed 0.1 ppbm. In some regions of the tropical lower stratosphere the QBO signatures in other analysed parameters are partly not statistically significant. Peak-to-peak amplitudes of the QBO signature in the prognostic mixing ratios are up to twice as large as seasonal variations in the region where aerosols evaporate and between 70–30 hPa. Between the tropical tropopause and 70 hPa the QBO signature is relatively weak and seasonal variations dominate the variability of the simulated Junge layer. QBO effects on the upper lid of the tropical aerosol layer turn the quasi-static balance between processes maintaining the layer’s vertical extent into a cyclic balance when considering this dominant mode of atmospheric variability. Global aerosol-interactive models without a QBO are only able to simulate the quasi-static balance state. To assess the global impact of stratospheric aerosols on climate processes, those partly nonlinear relationships between the QBO and stratospheric aerosols have to be taken into account.

1 Introduction

The stratospheric aerosol layer, also referred to as the Junge layer (Junge et al., 1961), is a key constituent in the Earth’s atmosphere. The Junge layer plays an important role in the determination of the Earth’s radiation budget and interacts with the cycles of chemically induced ozone depletion in the polar winter stratosphere. It is generally believed to be maintained by the oxidation of tropospheric sulfur dioxide (SO\(_2\)) and carbonylsulfide (OCS), entering the stratosphere by troposphere–stratosphere exchange processes (Holton et al., 1995; Fueglistaler et al., 2009), and by direct injections of volcanic material from modest to large volcanic eruptions (SPARC/ASAP, 2006; Bourassa et al., 2012). During times of low volcanic activity, the stratospheric aerosol load inevitably degrades towards a so-called background state representing the lowest possible self-maintaining aerosol level in the stratosphere. However, this natural balance may be influenced by sulfur-releasing anthropogenic activities (Hofmann et al., 2009; Neely et al., 2013). Together with the sporadically occurring volcanic perturbations, human activities alter the Earth’s radiative balance, in turn affecting the long-term trend of the global aerosol load (Solomon et al., 2011).
The relative contributions of the precursors to maintain the background Junge layer as well as their major pathways into the stratosphere (apart from direct injections by volcanoes) are not well understood (e.g. Hofmann, 1990; Deshler et al., 2006; SPARC/ASAP, 2006; Hofmann et al., 2009; Bourassa et al., 2012; Brühl et al., 2012; Rex et al., 2012; Neely et al., 2013).

With respect to the much-debated potential to moderate climate change by manipulating the Earth’s albedo due to the enhancement of the stratospheric aerosol load, e.g. the Royal Society Report on Geoengineering the Climate (Society, 2009) explicitly emphasised a considerable demand to better understanding the spatio-temporal variability of the stratospheric aerosol system, including the barely explored coupling between the dynamics of the upper troposphere and lower stratosphere (UT/LS) and microphysical processes which ultimately determine load, size and stability of this system. Our study addresses in particular the latter issues as we will explain below.

A variety of fundamental questions of the stratospheric aerosol system have been addressed in the review of stratospheric aerosol processes by the WMO/SPARC initiative (SPARC/ASAP, 2006). The report focused on conditions observed after the powerful eruption of Mount Pinatubo in 1991, which significantly influenced both the stratosphere and the Earth’s climate in the subsequent 2 to 3 years. SPARC/ASAP (2006) also revealed a few remarkable scientific issues related to stratospheric background conditions. For instance, the report emphasised that measured LS aerosol quantities distinctly differ between the observational systems (in situ, remote). More recent studies addressed this problem in several ways (e.g. Thomason et al., 2008; Damadeo et al., 2013) but since the decommissioning of the ERBS satellite in 2005, which hosted the SAGE II instrument, equivalently well examined data sets of vertically resolved stratospheric aerosol size properties do not exist.

Another major uncertainty of the stratospheric aerosol system arises from the lack of observations of the precursors SO$_2$ and H$_2$SO$_4$ vapour in the stratosphere. SO$_2$ and H$_2$SO$_4$ vapour quantities have not yet been systematically monitored in the LS – contrary to the troposphere, in particular the boundary layer. Only a few individual measurements of the two gases were conducted in the stratosphere during balloon ascents in the 1970s and 1980s (see Hommel et al., 2011, herein referred to as HOM11, for a review). Only a single remotely sensed SO$_2$ profile existed for altitudes above 30 km, obtained during a NASA Space Shuttle mission in 1986 (Rinsland et al., 1995) until very recently – a new SO$_2$ data set has now been derived from Envisat/MIPAS observations (Höpfner et al., 2013).

With respect to modelling initiatives aiming to better understand the stratospheric aerosol–climate system, there has also scarcely been any progress since SPARC/ASAP (2006) emphasised distinct differences between modelled aerosol quantities and observations. Most studies of global climate models with interactively coupled aerosol size and microphysics schemes focus on the examination of the tropospheric aerosol–climate system, predominately detached from stratospheric aerosol processes (Ghan and Schwartz, 2007; IPCC, 2013). Only a very limited number of studies addressed aerosol processes in the UT/LS by means of aerosol size resolving microphysics models that have been interactively coupled to global climate models. Some studies focused on the determination of aerosol induced climate effects of the Mount Pinatubo eruption 1991 (Niemeyer et al., 2009; English et al., 2013). Other studies investigated the stability of the Junge layer during the stratospheric background periods (Timmreck, 2001; Pitari et al., 2002; Hommel et al., 2011; English et al., 2011; Brühl et al., 2012; Campbell et al., 2014).

In this study we address certain aspects of the coupling between stratospheric dynamics and aerosol microphysical processes, as they are important to understand the contributions of quasi-biennial oscillation (QBO) and natural variability to recent observed changes of stratospheric aerosol, and as they are key to evaluate stratospheric geoengineering options. We focus on effects imposed by the QBO in the tropical stratosphere (reviewed in Baldwin et al., 2001) as this dominant mode of stratospheric variability largely impacts the global dispersion of stratospheric trace constituents (e.g. Gray and Chipperfield, 1990). In particular we address the QBO signatures in the aerosol mixing ratio, in the integral and resolved aerosol size as well as in the abundance of aerosol precursors. Furthermore, we estimate the QBO signal in microphysical processes determining the transfer of sulfur mass between the gas and aerosol phases, i.e. nucleation and condensation/evaporation.

We elaborate a numerical experiment to simulate an 11-year stratospheric background period after 1995, when the stratosphere had recovered from the violent eruption of Mount Pinatubo in June 1991 (SPARC/ASAP, 2006). This is done by coupling an aerosol size resolving microphysics scheme (SAM2; HOM11) and a middle-atmosphere circulation model (MAECHAM5; Manzini et al., 2006) that precisely specifies the QBO (Giorgetta and Bengtsson, 1999). To avoid any interference with effects superimposed from other external sources, the model is driven in a climatological mean configuration and does not consider any volcanic or pyro-cumulonimbus injections into the stratosphere. The analysis focuses on the spatio-temporal evolution of the Junge layer in the tropics, because the QBO signature is strongest in the equatorial belt. Modelled aerosols do not radiatively feed back to the general circulation and the QBO, neither directly nor by impacting the stratospheric ozone chemistry. Both may be important in particular for the extratropics and are in the scope of following studies.

Although stratospheric aerosols have been monitored with sufficient global coverage since the end of the 1970s, QBO signatures in observed post-Pinatubo stratospheric background aerosol quantities have only been inferred in a very
limited number of studies (Choi et al., 1998, 2002; Barnes and Hofmann, 2001). Since these studies do not show QBO signatures in other aerosol quantities than the retrieved extinction coefficients or the aerosol backscatter, in this study we also infer QBO signatures from climatologies of the aerosol surface area density inferred from SAGE II retrieved extinction coefficients, in order to establish a direct comparison between our modelled aerosol properties and observations. In a consistent manner we also compare QBO signatures in SO$_2$ observed by MIPAS (Höpfner et al., 2013) with our simulation.

We want to emphasise that the focus of our paper is the QBO–aerosol microphysics relationship and not an analysis of the stratospheric aerosol record as observed in the recent past. Other studies indicated the relevance of non-sulfate and mixed aerosols, for instance meteor debris (reviewed in Neely et al., 2011), volatile organics (e.g. Froyd et al., 2009) or carbon (e.g. Murphy et al., 2007), for the stratospheric aerosol burden, optical depth, and the radiative forcing. Here we focus on sulfate aerosols because they clearly dominate the stratospheric aerosol mass (see SPARC/ASAP, 2006). An understanding of the mechanisms determining the variability of the main reservoir of stratospheric aerosol is mandatory in order to separate the signatures of atmospheric dynamics, microphysics and volcanoes from the observed LS aerosol record in future studies. In this respect, our work can be seen as a necessary step towards an in-depth understanding of the lower stratospheric aerosol system by utilising a model system of reduced complexity.

The paper is structured as follows: first we give a brief overview about the model used in this study. The following sections describe the influence of the QBO on a variety of modelled aerosol parameters, size distributions and on the precursor gases SO$_2$ and H$_2$SO$_4$ in the equatorial stratosphere. Our results are compared with other data from observations and models. The final section summarises our findings.

2 Methodology

2.1 Model framework

The model framework used to assess the interannual variability of the aerosol layer in the tropical stratosphere during times of stratospheric background is identical to the model described in detail in HOM11. In this study a middle-atmosphere general circulation model with an interactive, particle size-resolved aerosol dynamics module was evaluated against satellite data and in situ observations. The major difference between the companion study of HOM11 and this work is the representation of the quasi-biennial oscillation in the equatorial stratosphere. While our applied model setup has no internally generated QBO (Giorgetta et al., 2002, 2006), we perform an additional experiment in which the QBO is nudged towards observed winds from radiosonde measurements at Singapore (updated from Naujokat, 1986) by applying the method of Giorgetta and Bengtsson (1999). Hereafter, comparisons between the two model setups are referred to as CTRL (control run) for the free-running model of HOM11, and QBO for the QBO-nudged simulation. For details on the host model and the aerosol dynamics scheme we refer the reader to HOM11 – in the following only the basic features needed to understand the experimental setup are described.

The model was integrated in T42 truncation, using an associated grid with a horizontal resolution of about 2.8° × 2.8°. In the vertical, 39 sigma-hybrid layers resolved the atmosphere up to 0.01 hPa (∼80 km) with a layer thickness increasing from about 1.5 to 2 km in the region of the tropical Junge layer. Around the stratopause, the layer thickness is about 3 km, further increasing towards the model’s top of atmosphere to ∼6.5 km (Giorgetta et al., 2006, their Fig. 1). The time integration interval was 15 min. In the QBO configuration, the modelled zonal wind in the equatorial stratosphere is nudged towards the zonal wind profile observed at Singapore (see Giorgetta and Bengtsson, 1999), assuming a Gaussian latitudinal distribution of the zonal wind about the equator with a half-width increasing from 7° at 70 hPa to 10° at 10 hPa. The nudging rate is 1/(10 days) between 70 hPa and 10 hPa and between 10° N and 10° S. Poleward of 10° latitude the nudging rate is linearly reduced to zero at 20° latitude. Outside of this region the zonal wind remains unaffected by the nudging scheme.

To ensure that the model’s interannual variability is unaffected by the prescribed boundary conditions, we applied perpetual monthly climatologies of AMIP2 sea surface temperatures and sea ice concentrations as lower boundary conditions. Natural and anthropogenic sulfur emissions were taken from the AeroCom database (scenario B) and represent year 2000 conditions (Dentener et al., 2006).

In the microphysics scheme SAM2 (HOM11), aerosols are resolved throughout the atmosphere in 35 logarithmically spaced bins that range from 1 nm to 2.6 μm in radius. For the sake of computational efficiency aerosols are assumed to be composed of a binary H$_2$O–H$_2$SO$_4$ mixture, which is a reasonable assumption under stratospheric conditions (e.g. Hamill et al., 1997). Microphysical processes considered are binary homogeneous nucleation (BHN; Vehkamäki et al., 2002), condensation and evaporation of water and sulfuric acid, as well as Brownian coagulation and gravitational sedimentation. In the troposphere, aerosol washout processes and surface deposition are treated as in Stier et al. (2005). Aerosols are advected segment-wise employing a semi-Lagrangian advection scheme (Lin and Rood, 1996) in terms of their mixing ratio relative to the mass of sulfur (S) incorporated in the droplets.

Similar to HOM11, the model applies an offline sulfur chemistry scheme, using prescribed monthly and zonal mean oxidant fields of OH, O$_3$, NO$_2$, H$_2$O$_2$ from a climatology of
the MOZART2 CTM (Horowitz et al., 2003). Similarly, OCS mixing ratios are prescribed based on a climatology from the MESSy CCM (Jöckel et al., 2005). The aerosol radiative effects follow the ECHAM5 standard approach and rely on emissivities obtained from the Tanre et al. climatology (see Roeckner et al., 2003). Interactions between aerosols and the cycles that form and maintain high-altitude clouds (cirrus and polar stratospheric clouds) have not been considered.

The model was run over 17 years, from January 1990 to December 2006. Only the last 11 years were analysed (1996–2006). The preceding 6 years of simulation are influenced by the spin-up of the model from the aerosol initialisation. In a technical note, Hommel (2008) showed that the modelled aerosol layer reached a steady state within that time. As of year 6, no further impact from the initialisation was detectable for any of the diagnosed aerosol parameters.

### 2.2 Observational aerosol data

For comparison, we use the aerosol surface area density (SAD) data set compiled for the WMO/SPARC Chemistry Climate Model Initiative (CCMI; http://www.pa.op.dlr.de/CCMI; Eyring et al., 2013). This data set provides consistent aerosol forcings for the troposphere and stratosphere up to 39.5 km (∼ 3 hPa). For the stratospheric background period between 1996 and 2006, this gridded and gap-filled data set combines observations from the satellite instruments ERBS/SAGE II (1996–May 2005) and Calipso/CALIOP (June 2005–December 2006). Aerosol surface area densities were derived from SAGE II (ν7) size distribution fits to measured aerosol extinction coefficients in four wavelengths as described in Arfeul et al. (2013). This method takes the composition of aerosol droplets (weight percentage) into account, as determined by stratospheric temperature and water content of the ECMWF ERA-Interim reanalysis. CALIOP SAD were obtained from a conversion of the measured aerosol backscatter into extinction coefficients at 532 nm wavelength and a subsequent fit of uni-modal log-normal distributions based on SAGE II extinction correlations (B. P. Luo, ETH, personal communication, July 2013).

In relation to the SADs of the predecessor initiative CCMVal (Chemistry-Climate Model Validation Activity) forcing data set (http://www.pa.op.dlr.de/CCMVal/Forcings/CCMVal_Forcing_WMO2010.html), the newer data provide a much better representation of aerosols in the post-Pinatubo stratospheric background period. Beyond 2004 CCMVal SADs were represented as recurring 5 yr–averages (Bauman et al., 2003a, b; Wurl et al., 2010) or contain too many gaps (SPARC/ASAP, 2006; Wurl et al., 2010), which makes a statistically meaningful calculation of residual anomalies impossible.

We also compare to the MIPAS SO2 climatology of Höpfner et al. (2013), providing a so far unprecedented record of near-global observations of this aerosol precursor gas in the lower stratosphere. The time series contains gridded (18 10-degree latitude bins between 85° N and 85° S, 36 level) monthly mean zonal means between July 2002 and April 2012, ranging in the vertical from 15 to 45 km. Here, we analysed data up to 40 km, and averaged meridionally between 5° N and 5° S. For a meaningful comparison to our model, we interpolated MIPAS data to pressure levels according to the ICAO standard atmosphere. Note that the data set contains about 17% missing data (monthly mean zonal means on the analysed levels), which may affect the calculation of robust QBO signatures. All of the missing values appear before October 2006, and hence overlap with the time series from our model, ending in December 2006. To provide statistically significant QBO signatures, we therefore decided to analyse the entire MIPAS time series, even though the time frames do not coincide. It should also be emphasised that the Höpfner et al. (2013) climatology inherently contains the signatures of direct volcanic injections and from volcanic material which is rapidly uplifted from the troposphere into the LS (discussed in Bourassa et al., 2012; Vernier et al., 2011, 2013). Such a volcanic influence on the Junge layer is, as mentioned above, not considered in our model simulation. For the sake of simplicity we refer the reader to Höpfner et al. (2013), describing the retrieval method and discussing the quality of the retrieved SO2 profiles in comparison to e.g. the ATMOS and ACE-FTS profiles. Höpfner et al. (2013) also provide a regression analysis to determine the different signatures of natural forcings.

### 2.3 Meteorology

The model’s ability to adequately reproduce the QBO through the nudging procedure is assessed by comparison to the ECMWF ERA-Interim reanalysis. Figure 1 compares the temporal development of the ERA-Interim zonal mean zonal wind at the equator from 1996 to 2006 (Fig. 1a) to the two model configurations (Fig. 1b, c). Through QBO-nudging the temporal behaviour of alternating zonal mean zonal winds in the model applied in this study is well reproduced (Fig. 1b), whereas in the free-running model (CTL) easterly winds prevail in the lower tropical stratosphere throughout the year (Fig. 1c). In the middle stratosphere, this easterly zonal wind regime is only being influenced by moderately strong westerlies (< 10 m s⁻¹) of the semi-annual oscillation (SAO) in the mesosphere and upper stratosphere. The westerlies are able to penetrate down to the 30 hPa pressure level. In the nudged model, also the onset of the descent of the QBO above 10 hPa is adequately reproduced, although in this region no nudging was performed.
Figure 1. Temporal evolution of the monthly zonal mean zonal wind in the equatorial lower stratosphere between 5° N and 5° S for the years 1996–2006 in the (a) ECMWF ERA-Interim reanalysis and MAECHAM5-SAM2 simulations (b) with QBO-nudging and (c) in the control experiment (CTL) of Hommel et al. (2011). Reddish colours represent westerlies, blueish easterlies. Black contours highlights the month and altitude of wind transition.

Figure 2 shows associated temperature anomalies in the equatorial stratosphere that are imposed by the QBO to maintain the thermal wind balance. The QBO signature is expressed in this figure as a residual anomaly, composited relative to the time of wind shear onset at 18 hPa (reanalysis at 20 hPa). The reanalysis (Fig. 2a) is 3 to 4 K colder around 10 hPa during times of easterly shear and 2 K warmer during westerly shear between 50 and 30 hPa than the QBO-nudged model (Fig. 2b). The model shows somewhat stronger anomalies above 10 hPa. As the climatologies of the equatorial zonal winds differ between the QBO and CTL experiments, also the temperature profiles differ (Fig. 2c). In the QBO simulation the QBO easterlies and westerlies dominate in the upper and lower stratosphere. This causes a vertical shear in the time mean that results in ∼1 K lower temperatures in the middle stratosphere and ∼1–2 K higher temperatures above the tropopause and below the stratopause, compared to the CTL simulation with a very weak wind shear in the climatological mean. Thus, in the time mean the CTL simulation has colder tropical tropopause layer (TTL) conditions than the more realistic QBO simulation with an imposed QBO. This also affects the mean tropical upwelling that is reduced by approximately one-half between 70 hPa and 50 hPa in the nudged model, and improves the representation of the water vapour tape recorder (Giorgetta et al., 2006).

From Fig. 1 it is obvious that only the model which represents the QBO realistically describes the variability in the equatorial stratosphere. This may have implications for thermodynamic properties of aerosols in this region and for the processes that form and maintain the aerosol layer.
Figure 2. Residual temperature anomalies induced by the QBO in (a) the ERA-Interim reanalysis and (b) the QBO-nudged MAECHAM5-SAM2 simulation between 5°N and 5°S. Composited for the years 1996–2006 relative to the onset of residual westerlies at 20 hPa and 18 hPa, respectively. Black contours denote the residual zonal mean zonal wind, where dashed lines represent easterlies. Contour interval is 5 m s\(^{-1}\). The difference between the climatological averaged temperature profiles of the QBO-nudged simulation and the control experiment (QBO − CTL) is shown in (c).

3 Results and discussion

Observational evidence that the QBO affects the stratospheric aerosol layer came from aerosol extinction measurements in the early years of systematically monitoring the stratosphere from space (e.g. Trepte and Hitchman, 1992; Grant et al., 1996). In an aerosol-coupled chemistry climate model simulation, Brühl et al. (2012) reproduced the temporal development of the tropical aerosol mixing ratio that has been inferred from SAGE II extinction measurements. But their time-slice experiment was conducted for 33 months during a period of low volcanic activity in the stratosphere between January 1999 and September 2002, that only covers a single QBO cycle. In the following, the influence of the QBO on the modelled aerosol mixing ratio is examined and their influence on other parameters describing the aerosol population in the stratosphere are investigated. Conclusively, QBO signals in precursors are examined and implications for aerosol formation and growth are given.

3.1 Aerosol mixing ratio

3.1.1 Temporal evolution

The configuration of the model in HOM11 do not allow consideration of the QBO effects on stratospheric trace constituents. Therefore, in the HOM11 study, the Junge layer behaves almost statically, in the tropics only being influenced by temperature variations in the TTL and wind alterations related to the semi-annual oscillation (SAO) in the mesosphere and upper stratosphere (Fig. 3a; see also Giorgetta et al., 2006). Figure 3b shows the strong variability in the temporal evolution of the modelled aerosol mixing ratio in the equatorial lower stratosphere of the QBO-nudged experiment.

Without a QBO, anomalies in the aerosol mixing ratio, relative to the climatological mean annual cycle, appear like the tape recorder signal (not shown) in tropical stratospheric water vapour (Mote et al., 1996). Zonal winds of the SAO modulate the maximum vertical extent of the layer by 1–3 km, but do not interfere much with the annual cycle below ∼14 hPa. The layer is thicker in the SAO easterly shear – the mechanisms are the same as for the QBO, and are discussed in the following.

In contrast to the CTL simulation, the interannual variability of the tropical aerosol layer in the QBO-nudged experiment is much stronger and depends on the strength and direction of the zonal winds in the equatorial stratosphere. The QBO directly influences the vertical extent of the layer and modulates the peak aerosol mixing ratio in the tropical stratospheric reservoir (TSR; Trepte and Hitchman, 1992) by about 5 %, relative to the CTL simulation, with larger values seen during times of maximum easterly wind acceleration. The difference in the variability of the modelled aerosol mixing ratio at the equator is also expressed in the profiles of the inferred peak-to-peak amplitudes of the annual cycles and the QBO (Fig. 4). In the upper tail of the aerosol layer, i.e. around 10 hPa, the annual cycle is approximately one-third weaker in the QBO-nudged simulation than in the model without a QBO. In contrast, the seasonality in the lower regions of the aerosol layer is approximately 25 % stronger in the QBO-nudged model due to the more realistic upwelling above the TTL (Giorgetta et al., 2006). The weaker seasonality around the upper tail of the layer results from the much weaker interference of the SAO with the lower stratosphere in the QBO-nudged simulation, as described above.

The peak-to-peak amplitude of the QBO maximises at the 7 hPa pressure level and is there about twice as strong as the annual oscillation at 10 hPa. Between 70 and 14 hPa, where the largest aerosol mixing ratio is found, both modulations
are relatively weak compared to their magnitudes around the lower and the upper tail of the layer. Between 70 and ∼30 hPa the amplitude of the QBO is up to twice as strong as the annual cycle, suggesting larger aerosol dynamical effects in the region than in the CTL simulation, as we will discuss in the following.

The characteristic patterns of upward and downward motion of the tropical Junge layer that have been inferred from the time series of equatorial aerosol mixing ratios in the QBO-nudged simulation (Fig. 3b) result from a superposition of advection by the extratropical driven Brewer–Dobson circulation (BDC), the meridional circulation imposed by the QBO (also known as the secondary meridional circulation, SMC, or residual circulation of the QBO), and the annual cycle in the tropopause temperature (see the reviews of e.g. Holton et al., 1995; Baldwin et al., 2001; Fueglistaler et al., 2009). The thermal wind relationship requires that westerly zonal wind shear is balanced by warm anomalies (e.g. Andrews et al., 1987). This causes a descent of equatorial air relative to the tropical upwelling that is associated with the BDC. Consequently, easterly zonal wind shear is balanced by cold anomalies and induced relative ascent. The associated meridional circulation is characterised by anticorrelated upward (downward) motion in the extratropics at levels of QBO westerly (easterly) shear, and meridional convergence (divergence) in the QBO westerly (easterly) jet. Hence, advective effects of the secondary circulation of the QBO on the QBO jets contributes to narrower (in latitude) and deeper westerly jets compared to wider and shallower easterly jets. The secondary circulation determines the meridional extent of the TSR which is confined by the subtropical mixing barriers (e.g. Trepte and Hitchman, 1992; Grant et al., 1996). During the time of maximum easterly zonal wind acceleration it expands meridionally (horizontal divergence) and appears compacted in the vertical (vertical convergence). The opposite is the case during times of maximum westerly zonal wind acceleration: the tropical stratosphere is narrowed in the horizontal and stretched in the vertical. Those structures are easily inferable from concentration gradients of stratospheric trace constituents. A respective model goes back to the works of Plumb and Bell (1982); for TSR aerosol it was first reported by Trepte and Hitchman (1992) based on aerosol extinction measurements from SAGE I and II instruments in the periods 1979–1981 and 1984–1991, when the volcanic aerosol load of the stratosphere was relatively low. Underlying mechanisms were later examined in detail by Choi et al. (1998) and Choi et al. (2002) from HALOE observations of aerosol extinction, ozone and other trace gases.

These relationships are responsible for the characteristic temporal evolution of the simulated Junge layer in the tropics. To better illustrate the net effect of the QBO on the simulated aerosol mixing ratio (Fig. 5a) we have composed the time series (Fig. 3b) similarly to the temperature anomaly composites (Fig. 3), i.e. relative to the onset of the westerly zonal wind shear at 18 hPa. The corresponding deviation in geometric altitude of the 0.25 ppbm isopleths is shown in Fig. 5b as well as the approximated thickness of the Junge layer, expressed as vertical extent between the 0.25 ppbm isopleths above and below the modelled maximum aerosol mixing ratio.

As seen in Figs. 5 and 3b, the largest vertical expansion of the Junge layer slightly lags behind the occurrence of strongest QBO westerlies, when the layer thickness can reach 8 km. The largest reduction in the vertical extent lags behind strongest QBO easterlies and reaches 2 km at minimum. The vertical spread of the layer is accompanied with an increase in its top height (expressed by mixing ratios < 0.08 ppbm), varying between ∼10 hPa during times of the onset of westerly winds and ∼6 hPa in the aftermath of the easterly QBO shear (note that the 0.25 ppbm isopleth of Fig. 5b is distinctly below the layer’s upper lid). In contrast to the composite plots, where local effects may be smeared by the somewhat irregular period of the QBO, from the time series of Fig. 3b one can better infer that the increase in the layer’s top height is stronger at lower altitudes where the layer is denser, i.e. between 20 and 10 hPa. For instance, the gradient of the 0.25 ppbm isopleth above the mixing ratio maximum is steeper after the strongest QBO westerlies. In the composites, however, this gradient appears smoother. In the lower regions of the layer the lofting of aerosols outweigh displacements at its upper lid. Bottom displacements are of the order of 3–5 km, whereas the layer’s top drifts no more than 2–3 km.

It is clearly shown in both the time series (Fig. 3b) and the composite (Fig. 5a) that after the layer reaches its largest vertical expansion, the model predicts that the entire layer descends under the influence of descending easterly zonal winds. As mentioned above, this descent is of the order of 2–3 km around the onset of the westerly wind shear around the 15 hPa pressure level. This settling is accompanied by the above-mentioned horizontal divergence of the TSR, which shifts the subtropical mixing barriers a few degrees poleward (Grant et al., 1996; Neu et al., 2003). The net change of this variation, that is the difference in the layer thickness due to the QBO, is at least 5 km (Fig. 5b).

Since this spatio-temporal structure of TSR aerosols is intrinsically linked to circulation patterns superimposed by the QBO in the tropical upwelling branch of the BDC, the model predicts that the SMC stabilises the Junge layer at higher altitudes, where in the QBO-free model of HOM11 aerosols are no longer thermodynamically stable. Mechanisms that act in particular on the top lid of the layer are discussed in greater detail in Sect. 3.4.

3.1.2 QBO induces anomalies in the tropical mixing ratio

To gain further insight into QBO effects on the dynamics of aerosols in the tropical lower stratosphere, in the follow-
Figure 3. Temporal evolution of the monthly mean zonal mean aerosol mass mixing ratio \((\times 10^9 \text{ kg(S) kg}^{-1})\) in (a) the CTL simulation of Hommel et al. (2011) and (b) the QBO-nudged model between 5° N and 5° S for the years 1996–2006. Grey contours denote the zonal wind as in Fig. 1, where dashed lines represent easterlies.

Figure 4. Comparison of the approximate peak-to-peak amplitudes of the annual cycle and the QBO in the simulated aerosol mixing ratio of the QBO-nudged model (straight lines), and the of the control simulation CTL without a QBO (dashed line). All data averaged between 5° N and 5° S for the years 1996–2006. The peak-to-peak amplitude of the QBO is estimated following Baldwin and Gray (2005). The peak-to-peak amplitude of the annual variation refers to difference between the maximum and the minimum of the calculated climatological mean annual cycle.
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A similar QBO signature has been found in the literature for tropical stratospheric ozone (see review in Baldwin et al., 2001). From observations and models it is known that QBO-induced ozone anomalies have phase reversals around 10 hPa, corresponding to the altitude of maximum ozone mixing ratio in the equatorial stratosphere (Hasebe, 1994; Butchart et al., 2003). The phase reversal results from QBO modulations in the vertical advection as discussed above. QBO anomalies in our modelled aerosol mixing ratio exhibit such a phase reversal along isopleths of descending zonal mean zonal winds around the 20 hPa pressure level. This is the level where the aerosol mixing ratio is largest. Negative anomalies occur in the westerly shear, where the vertical mixing ratio gradient is negative (above 20 hPa), and positive anomalies where the gradient is positive (below 20 hPa). Ozone anomalies at the equator are reported to be of the order of 3 to 15% (e.g. Butchart et al., 2003), hence are of similar strength as the QBO-related aerosol variability in regions where the mixing ratio gradient is positive. Above, in the evaporation region, the aerosol QBO is somewhat stronger with relative modulations exceeding 50%. This implies that QBO modulations in the aerosol transport alone cannot explain this behaviour. Therefore, it is reasonable to assume that QBO modulates microphysical processes as well, in particular the process of aerosol evaporation in higher altitudes (Sect. 3.4). Despite the similarities between the QBOs in ozone and aerosol in the tropical lower stratosphere, there is a distinct difference between them: the thermodynamic limitation of the stability of liquid-phase aerosols in the LS imposes a characteristic oscillating temporal behaviour on the upper edge of the tropical Junge layer (clearly shown in the mixing ratio time series Fig. 3b), which is not known from the ozone layer in the tropical stratosphere. Implications for the size of aerosols and processes that maintain them are discussed in the following sections.

3.2 Integrated aerosol size parameters

3.2.1 Surface area density

Integrated aerosol parameters inferred from observed aerosol extinction coefficients at specific wavelength are fraught with uncertainties when the fraction of small particles significantly contributes to an aerosol size distribution (Dubovik et al., 2000; Thomason et al., 2008). SPARC/ASAP (2006) emphasised that this effect is particularly relevant when the aerosol load of the stratosphere is low. HOM11 showed that a systematic bias between observations and the CTL simulation arises in integrated aerosol size quantities when H$_2$SO$_4$ condensation dominates the growth of LS aerosols. Thus, in comparisons between integrated aerosol size quantities from models and remote sensing, particular attention should be paid to the systematic bias that is due to the fine-mode fraction of aerosol populations.

Also in our simulation, the SAD depends on the size range of the integration. This can be seen by comparing the climatological mean profiles (Fig. 7a, c). When aerosols smaller than 50 nm are not taken into account to mimic a satellite sensor (panel c), the profile has a positive gradient below 70 hPa. It shows 10% lower values at this particular pressure level, relative to the profile taking all simulated aerosol sizes into account (panel a). Above 70 hPa, both profiles decrease with height, which results from persistent changes in the size spectrum of the particles: at lower levels, larger particles are more abundant than in the upper layers. This is because the sedimentation velocity increases with height and at higher altitudes, the saturation vapour pressure of H$_2$SO$_4$ at the surface of an aerosol droplet increases so that the parti-
cles evaporate more quickly. Both mechanisms shape the size distribution at higher altitudes towards the fine mode.

Compared to the CTL simulation (HOM11), with a less variable tropical Junge layer, the QBO-nudged version shows 6% lower SADs throughout the year between 80 hPa and 20 hPa. In contrast, directly above the TTL SADs are larger by 4–6% in the QBO model and up to 30% larger above the 10 hPa pressure level. This is the region where evaporation is strong.

QBO signatures of the two SAD integrals also differ (Fig. 7b and d) – in particular below 20 hPa, where the effect of the smaller aerosol arises which would not be seen by the satellite-sensor. Although the anomaly pattern are different, their relative strength is of the order of ±5% in both cases. Considering small aerosols in the calculation of the SAD increases the statistical significance of the inferred anomalies between 50 and 30 hPa. This also points to the important role of smaller particles for the SAD determination.

Relative QBO modulations of the SAD are much stronger above 20 hPa. They may exceed ±100% although absolute values in this region are more than 1 order of magnitude smaller than in regions of the layer further below. Those large modulations can be explained by QBO modulations in the reversible mass transfer of sulfuric acid vapour. In regions where warm (cold) anomalies are induced by the QBO in westerly (easterly) shear, the QBO fosters evaporation (condensation) and the SAD will be smaller (larger). In Sect. 3.4 we examine this relationship in more detail. Similar to the region below 20 hPa, here the relative strength of the QBO modulations is approximately similar in the two SAD integrals.

In contrast to the mixing ratio, statistical significance is limited to certain regions of the modelled SAD. The change in SAD from all sizes is significant at the 95% confidence level, according to Student’s t-test, between 50–18 and 10–4 hPa, and directly above the TTL below the 90 hPa pressure level. QBO-related anomalies of the ≥50 nm SAD are significant only where aerosols evaporate, i.e. 20–18 and 10–4 hPa.

The climatological mean surface area density profiles derived from satellite observations are substantially smaller compared to the model as shown in Fig. 8a (below 20 hPa relative differences exceed a factor of 2). The data sets have been provided by the WMO/SPARC initiatives CCMI and CCMVal for the use in CCMs. HOM11 found similar differences between the modelled SAD of the CTL configuration and SAGE II SAD climatologies from Bauman et al. (2003a, b) and Wurl et al. (2010). HOM11 emphasise that their comparison is in agreement with SPARC/ASAP (2006), pointing out significantly positively biased SADs (by a factor of 2–10) in the tropical LS for the majority of models that participated in an intercomparison against the SAGE II v6.2 SAD.

Below the 30 hPa pressure level, the climatological mean tropical profile of the CCMI SAD forcing data set is about 30% smaller than in the CCMVal SAD forcing data set. Above ~15 hPa the CCMI SAD forcing is distinctly larger with values above 0.3 μm$^2$ cm$^{-3}$, whereas, in contrast, the CCMVal SAD forcing tends to be zero. The latter indeed agrees better to our QBO and CTL simulations, where above 15 hPa the aerosols begin to evaporate and shrink in size, which imposes a net loss in mass and also in the aerosol’s number density.

Although the climatological mean values of the CCMI SAD forcing data set at the equator are smaller than in our model simulations, observed QBO-induced anomalies (Fig. 8b) agree to a certain extent with our model predictions, in particular above 20 hPa during the QBO east phase. Be-
Figure 7. As in Fig. 6, except for residual anomalies in the modelled aerosol surface area density (SAD). Data in the upper panels have been inferred from the entire modelled size distribution (1 nm ≤ R < 2.6 µm). In the lower panels the aerosol size range has been adapted to the detectability of space-borne remote sensors (50 nm ≤ R < 2.6 µm).

Figure 8. As in Fig. 6, except for the SAD climatology between 2.5° N and 2.5° S of the SPARC CCMI initiative, inferred from space-borne SAGE II and CALIOP observations. The profile in (a) is complemented by the climatological averaged SAD of the SPARC CCMVal initiative. The overlaid zonal wind in (b) is obtained from the ECMWF ERA-Interim climatology as in Fig. 2a.
tween the TTL and 20 hPa inferred anomalies are up to 60 % larger than in the model. This is very clearly reflected at pressure levels where the QBO westerly zonal wind is strongest, i.e. between 40 and 20 hPa. Below 40 hPa, anomalies of opposite sign are found in CCMJ compared to the model, in particular where westerly zonal winds prevail. This may reflect the release of volcanic material into the lower tropical stratosphere, which is not considered in the simulations. Several moderate volcanic eruptions occurred in the later years of the analysed period (tropical volcano eruptions of Ruang occurred in late 2002, Manam in January 2005, Soufrière Hills in May 2006 and Tavuruvur in October 2006) and are suspected to have dispensed sufficient amounts of precursors in the tropical LS, that quickly formed new aerosols (Vernier et al., 2011; Neely et al., 2013). The subsequent formation, dispersion and lofting of volcanic aerosol may have an effect on the inferred QBO signatures from CCMJ. This relationship is complex, and needs further investigation, also taking other observations and data sets, as well as more specific model simulations into account.

Inferred QBO signatures in the CCMJ SAD are statistically significant at the 95 % confidence level between 14 and 5 hPa only. This is approximately the same altitude range where the \( R \geq 50 \text{ nm SAD integral of the simulation is significant.} \) Note that, in contrast to the simulation, where we used the \( t \)-test, for observational data sets (CCMI and MI-PAS) we employed the \( F \) statistics to compare the amplitude of the QBO spectral peaks to the red noise spectrum (e.g. Gilman et al., 1963; von Storch and Zwiers, 1999).

### 3.2.2 Effective radius

The aerosol effective radius \( (R_{\text{eff}}) \) is another key parameter widely used in the determination of upper troposphere and lower stratosphere (UTLS) aerosol climate effects (e.g. Grainger et al., 1995). Although negatively biased to the SAGE II climatologies of Bauman et al. (2003a, b) and Wurl et al. (2010) as well as in situ observations of the balloon-borne optical particle counter of the University Of Wyoming (Deshler et al., 2003), in the control experiment without a QBO, the model-predicted \( R_{\text{eff}} \) lies within the uncertainty range of the measurements (HOM11). Compared to the CTL experiment, the climatological mean \( R_{\text{eff}} \) profile in the QBO experiment (Fig. 9a) shows 1–2.5 % smaller values, except in the lowest regions, between the TTL and 70 hPa, where it is about 2 % larger.

In Fig. 9b QBO-induced \( R_{\text{eff}} \) anomalies are shown for aerosols larger than 50 nm in radius to ensure comparability with the particle sizes seen by remote sensing instruments. Although the patterns of QBO anomalies indicate strong modulations in \( R_{\text{eff}} \) except in the region between 20 and 10 hPa, their relative strength is large only above 10 hPa, where the size of evaporating aerosols rapidly decreases with increasing altitude. Here, QBO-related anomalies reach 60 % and are approximately in-phase with anomalies in the mixing ratio (Fig. 6b) and anomalies in the SAD (Fig. 7b). Below 20 hPa, QBO-induced modulations are smaller than ±5 %, which is weaker than in the SAD. Statistical significance at the 95 % confidence level is reached throughout the equatorial belt, except between 10–4 hPa.

No QBO signature would be seen in \( R_{\text{eff}} \) if the QBO affects the aerosol volume distribution and surface distribution in an equal measure. This is quite interesting as HOM11 pointed out that most of the differences between the model \( R_{\text{eff}} \) and observational estimates can be assigned to variable moments of the modelled aerosol populations (the relative position between volume and surface distribution in the model does not vary much in the stratosphere). In reality, the different moments seem to be much more variable (bottom panel of Fig. 9 in HOM11), and QBO nudging apparently helps to improve the model results.

### 3.3 Number density

In previous sections, QBO effects on integrated aerosol quantities were examined. In the following we further investigate how the QBO affects the size of aerosols in the tropical LS by an analysis of anomalies induced in specific ranges of their size distribution. Therefore, the modelled size distribution is partitioned into four size ranges, equivalent to the four modes, which are commonly used to define an aerosol distribution (e.g. Seinfeld and Pandis, 2006). In this respect, nucleation mode aerosols refer to particles with radii smaller than 0.005 \( \mu \text{m} \). The Aitken mode is defined as the range between 0.005 \( \mu \text{m} \) and below 0.05 \( \mu \text{m} \) and the accumulation mode between 0.05 \( \mu \text{m} \) and below 0.5 \( \mu \text{m} \). The coarse mode considers aerosols with radii equal to or larger than 0.5 \( \mu \text{m} \).

Figure 10 shows that QBO modulations are different in the four modes. This was implicitly expressed also in Fig. 7 by the small differences in the anomalies in SAD for the two integration ranges (whole spectrum and aerosols larger than 50 nm). In contrast to SAD anomalies, relative QBO effects in aerosol number densities are much stronger.

As seen from the nucleation mode number density profile (Fig. 10a), the model suggests that binary homogeneous nucleation (BHN) occurs in the tropical LS. Below 50 hPa, several hundred nucleation mode aerosols are found per \( \text{cm}^{-3} \) in the simulation. Above 50 hPa, their number density rapidly decreases and is almost 3 orders of magnitude lower around 20 hPa and above. Since the BHN parameterisation depends on the ambient temperature and water vapour content, it is not surprising that the QBO may influence the particle formation process. This is indicated by the strong QBO modulations (±50 %) we find in nucleation mode number densities between 50–30 hPa (Fig. 10b). At the higher levels, the increasing stratospheric temperature and the decreasing moisture content suppress BHN. However, small fluctuations are even seen above 30 hPa, indicating that either rapid vertical transport of freshly formed nuclei is imposing those signatures or even in the central and upper regions of the...
Junge layer nucleation is triggered by QBO imposed temperature fluctuations on relatively short timescales. We will further examine those relationships in Sect. 3.4. Anomalies at 70 hPa are of similar strength but shifted in phase to anomalies above. Below that level, only irregular patterns have been inferred which do not correlate with the dissipating QBO signal nor with the inferred nucleation rate anomalies (compare Fig. 11b). The origin of these artefacts and their relation to seasonal variations in the TTL have not yet been understood and should be investigated in more detail in future studies. Statistical significance of the signatures is confined to levels between 70 and 40 hPa. As a caveat it should be mentioned that the nucleation process of aerosols, in particular in the LS, is poorly understood. Therefore, the above relationships strongly rely on the assumptions we made in modelling the process and for the composition and size of nucleation mode aerosols.

Strong positive modulations, i.e. increased number densities, are seen in the larger three modes of the size distribution (Fig. 10d, f, h) during easterly QBO phases and above regions where the largest bulk mixing ratios are found (30–20 hPa). Anomalies in the coarse-mode number density (Fig. 10h) appear somewhat irregularly in the lowest levels above the TTL. Here, the QBO signal interferes with effects imposed by the annual cycle in the tropical tropopause, which has no definite synchronisation with the QBO phase (Baldwin et al., 2001). Above 70 hPa, coarse-mode number density anomalies are positive during the time when easterly zonal wind prevails and may reach ±100 % in the evaporation region due to the low abundance of aerosol coarse-mode particles there, as seen from the climatological mean profile (Fig. 10g). Statistical significance is indicated only between 30 and 14 hPa – that is, in the lowest analysed levels between 100 and 90 hPa, in central regions of the layer between 40 and 18 hPa as well as between 10 and 4 hPa.

In the tropical LS, the Aitken mode aerosol concentration is largest just above the TTL, and rapidly decreases with increasing height (Fig. 10c). Collisional scavenging (coagulation) is responsible for the concentration decrease in the lower region of the layer, up to 30 hPa, while evaporation is a sink for both aerosol mass and number density above 20 hPa. Relative QBO modulations in the Aitken mode number density are quite strong throughout the entire tropical Junge layer. They are not statistically significant in a layer between 25–10 hPa, which is where the climatological mean profile has almost no gradient. QBO signatures of ±20 % are found between 50 and 30 hPa and reach ±100 % in the evaporation region. That is in contrast to the previously discussed modes, the mixing ratio and the SAD, where strong relative modulations are confined to the upper regions of the layer (above 30 hPa). In addition, also the characteristic patterns of positive/negative anomalies and their phase reversal in the vertical make this particular QBO effect exceptional in comparison to the other analysed QBO effects on tropical LS aerosols. This result clearly indicates that QBO effects on aerosol processes in the tropical LS interact highly non-linearly with each other.
Figure 10. As in Fig. 6, except for modelled number densities as integrals over specified modes: (a) and (b) nucleation mode ($R < 0.005 \mu m$), (c) and (d) Aitken mode ($0.005 \mu m \leq R < 0.05 \mu m$), (e) and (f) accumulation mode ($0.05 \mu m \leq R < 0.5 \mu m$), and (g) and (h) coarse mode ($R \geq 0.5 \mu m$).
3.4 Microphysical processes

To reveal the mechanisms responsible for the QBO effects discussed above, we further examine how the QBO affects microphysical processes of transferring sulfur mass between the gas and the aerosol, i.e. nucleation and condensation/evaporation. Principally, the strength of the processes depends on the thermodynamic state of the stratosphere. The saturation of H$_2$SO$_4$ and H$_2$O, which depends on temperature and vapour concentrations, determines the rate of formation of new aerosol as well as their growth and loss through reversible mass transfer between the gas and the liquid phase. Coagulation and sedimentation are other important microphysical processes which shape size distributions (e.g. Jacobson, 2005) and limit the vertical extent of the aerosol layer (e.g. Kasten, 1968; Hamill et al., 1977, 1997). Since both processes have not been diagnosed from the model in a way that will allow a consistent determination of their QBO signatures, in the following we focus on a discussion of QBO signals in aerosol nucleation and H$_2$SO$_4$ condensation/evaporation. Nevertheless, at the end of the section we make an attempt to estimate potential QBO effects on coagulation and sedimentation, because both processes have been explicitly considered in the model system and their (non-isolated) effects presumably superimpose other analysed QBO signatures.

3.4.1 Nucleation

In the lower tropical stratosphere, the modelled BHN rate after Vehkamäki et al. (2002) exhibits a maximum at 50 hPa (Fig. 11a). The climatological mean profile has a sharp negative gradient above 50 hPa, and is not different from the CTL run (HOM11). The pattern of QBO-induced anomalies in the aerosol nucleation rate (Fig. 11b) correlates well with the QBO signature in the nucleation mode number density (Fig. 10b). The cold anomaly in QBO easterly shear zones imposes a 5–10% amplification of the BHN rate around the 50 hPa pressure level. Although this is not a large number, the respective increase in the nucleation mode number density can be as large as +50% during times when QBO easterlies are strongest. During that time the layer approaches its lowest vertical expansion, so that the disproportional modulation in the number density of nuclei may arise from dampening the advective aerosol lofting or from QBO-induced downward transport (relative to the climatological mean state). At 30 hPa and above, no significant impact of the QBO on the BHN is found, so that respective signatures seen in the nucleation mode number density (Fig. 10b) may have a different origin than new particle formation. QBO effects in the lowest regions of the LS interfere with seasonal variations in the TTL, with the result that the composited QBO signatures in the BHN rate appear rather irregularly.

As discussed in Sect. 2.3, modelled QBO signatures in the tropical LS temperature show a warm bias compared to ERA-Interim in regions where BHN occurs. Assuming other properties remain constant, colder anomalies would foster BHN (Vehkamäki et al., 2002). Therefore, it is likely that the modelled QBO signature in BHN may be underestimated, apart from uncertainties which remain for the rarely investigated process under stratospheric conditions. Statistical significance is indicated between 70 and 30 hPa, very similar to signatures in the nucleation mode number density.

3.4.2 Condensation of H$_2$SO$_4$

Below 50 hPa, the model indicates that the H$_2$SO$_4$ condensable source rate (in units of cm$^{-3}$ s$^{-1}$) is quite strong, but it decreases rapidly with height as seen from its climatological mean profile (Fig. 11c). The respective QBO signature (Fig. 11d) shows three regimes that are out of phase in the upper and lower regions of the Junge layer. Phase reversals occur around 15 hPa and between 7 and 5 hPa. Only regions below 25 hPa are statistically significant.

When easterly winds prevail at 50 hPa or below, positive anomalies in the condensable source rate of the order of 5–10% are induced by the QBO. Here, QBO-induced cold anomalies in the stratospheric temperature (Fig. 2b) reduce the saturation vapour pressure of H$_2$SO$_4$ at the droplet surface that fosters condensation. Since in these regions the total aerosol number concentration is much larger than above, the aerosol provides a large surface area for condensing molecules (Fig. 7a), and is therefore a strong sink for the H$_2$SO$_4$ vapour.

However, relative QBO anomalies are much larger (about ±60%) in regions of the Junge layer where aerosols predominate release their mass into the gas phase, i.e. above 20 hPa (Fig. 11e). This indicates that both processes occur simultaneously in the time mean, and there is no sharp transition identifiable between regions where aerosols predominantly grow or shrink. Here, above 20 hPa, the reversible mass transfer of H$_2$SO$_4$ molecules is in a cyclic balance that depends on the strong in-phase relationship between the QBO-modulated stratospheric temperature and the H$_2$SO$_4$ vapour pressure. QBO-modulated upwelling through the tropical tropopause (Gray and Chipperfield, 1990; Seol and Yamazaki, 1998) may additionally contribute to QBO signatures in H$_2$SO$_4$ condensation and are further discussed in Sect. 3.7.

In the regions of the Junge layer where the mixing ratio and the number densities of intermediate size aerosol are sufficiently large, i.e. below 10 hPa, the QBO signatures in the condensable source rate of H$_2$SO$_4$ correspond well with those in the Aitken mode number density (Fig. 10d). At certain levels they also correspond with the signatures in the number densities of the accumulation mode (between 50 and 30 hPa) and the coarse mode (between the TTL and 70 hPa).
3.4.3 Evaporation of H$_2$SO$_4$

Above 20 hPa, the H$_2$SO$_4$ saturation vapour pressure at the surface of the droplets gets larger than the H$_2$SO$_4$ partial pressure due to the photochemical production of H$_2$SO$_4$, and aerosols evaporate quicker than at lower altitudes. The process reaches its maximum strength around 7 to 5 hPa (Fig. 11e). Above that level, most of the sulfate mass remains in the vapour phase, so that the evaporation sink rate (in cm$^{-3}$s$^{-1}$) of H$_2$SO$_4$ molecules from the aerosols into the gas phase gets weaker with height.

Due to the strong in-phase relationship between the H$_2$SO$_4$ vapour pressure and the QBO temperature signature, evaporation anomalies are also in phase with temperature.
anomalies imposed by the QBO. The model indicates that during the warm anomaly QBO westerly shear the process is fostered, while cold anomalies in the QBO easterly shear have a dampening effect. The modulation is of the order of \( \pm 60\% \) at the highest temperature signatures. Statistical significance is indicated between 14 and 3 hPa.

Figure 11d and f imply that the two intrinsically competing processes (condensation and evaporation) appear simultaneously. This effect arises mainly from the time averaging of the data, and to a lesser extent also from the model averaging. Nevertheless, condensation and evaporation compete on the process level in the model and are characterised by their unidirectional molecular flows either onto or away from the particles. Although equally phased anomalies may overlap partially in the residual composites, an analysis of their QBO signatures is still possible since both processes have been diagnosed from individual output channels during model integration time. We infer, indeed, a remarkable feature in the coupling of the two processes in comparison to the CTL simulation without a QBO: in the QBO-nudged simulation the balance of the \( \text{H}_2\text{SO}_4 \) mass transfer is shifted towards evaporation above 10 hPa. This is because the tropical Junge layer has a much larger variability in the QBO-nudged simulation than in the CTL simulation. In principle the process of evaporation decreases the SAD (the total number of aerosols remains either constant when they evaporate or decreases due to complete evaporation), but in the QBO experiment this effect is partly compensated by the QBO-modulated vertical advection of small aerosols. This results in a positively modulated SAD in the QBO easterly shear above 10 hPa (Fig. 7).

It should be mentioned that compared to the ERA-Interim reanalysis, modelled QBO temperature anomalies are up to 2 K smaller below the 10 hPa pressure level (Fig. 2a, b) and 1−2 K larger above 10 hPa, where evaporation occurs. Thus, in the model the net effect of QBO on the countering processes evaporation and condensation of \( \text{H}_2\text{SO}_4 \) may be overestimation to some degree. On the other hand, due to the large QBO-induced variations of the Junge layer’s upper lid, presumably temperature-related biases in the modelled QBO interactions are more pronounced for evaporation. That is because the process ultimately determines the maximum altitude of the layer’s upper lid, dependent on the saturation state and the thermodynamic stability of aerosol.

3.4.4 Coagulation and sedimentation

Although not diagnosed in the same manner as the \( \text{H}_2\text{SO}_4 \) mass transfer, some aspects about the interference between the QBO and the coagulation and sedimentation processes can be derived from first principles, causal relationships of the atmospheric aerosol system (e.g. Seinfeld and Pandis, 2006; Hamill et al., 1997) and our results. Both processes have been modelled together with the other three processes (nucleation, condensation, evaporation), as described above. It is important to bear in mind that coagulation is a mass conserving process, affecting the number of aerosols (predominantly the smallest − a review is found e.g. in Jacobson, 2005). In contrast, sedimentation is a sink for both mass and number of aerosols (e.g. Hamill et al., 1977).

Since sedimentation is predominantly limiting the Junge layer’s vertical extent (the strength of the sink increases almost linearly with altitude), mainly the aerosol layer’s upper lid is supposed to be affected by QBO modulations of sedimentation. According to first principles, an Aitken mode aerosol of 10 nm radius settles about 0.1 km month\(^{-1}\) at 10 hPa and an accumulation mode aerosol with 100 nm radius settles about 8 times faster (\( \sim 0.8 \text{ km month}^{-1} \)). The rate approximately doubles when the aerosol is lofted by 3 km over 3−4 months, as indicated by our model during the QBO east phase (Fig. 5b). Note that this result already incorporates the effect of the QBO on sedimentation. Since larger aerosols are relatively abundant at 10 hPa and above (Fig. 10e and top left panel of Fig. 13), the numbers imply an effective sedimentation sink for larger aerosols, counteracting the aerosol lofting by the QBO. This relationship can be understood as an indirect signature of the QBO on the sedimentation flux of particles from the upper region of the Junge layer. A second-order, direct effect on the sedimentation of LS aerosols is also conceivable − that is, the imposed QBO signature on the dynamic viscosity of air, determining the falling speed of an aerosol. This modulation may occur via the 1−2 K modulation of the tropical stratospheric temperature in regions where the sedimentation sink is large enough to play a role. In our model we used the parameterisation of Pruppacher and Klett (1979), suggesting that a QBO signature in the dynamic viscosity of air is \( \ll 1\% \). Hence, the signal is small and presumably not distinguishable from other signals.

QBO effects on the process of aerosol coagulation may also be divided into direct and indirect effects. A potential direct QBO signature occurs via modulation of the (Brownian) diffusion coefficient of the aerosol due to the imposed temperature anomalies and the coefficient’s dependence on altitude. The effect is potentially not negligible above 10 hPa where air is less dense and the Knudsen number (ratio between the mean free path of air molecules to the aerosol size) is approximately 1 order of magnitude larger than at 100 hPa. A more distinct signature, however, seems to be plausible through indirect QBO modulations via the pathway of triggering new particle formation, as discussed above, and their subsequent coagulation. Potentially also vertical advection of nuclei contributes to this indirect QBO effect, because also the sedimentation sink of the smallest aerosol increases rapidly if they are lofted.

Further studies are needed to understand the complex and partly nonlinear relationships of these respective QBO effects that may be of particular importance when geoengineering options are investigated.
3.5 Particle properties

Aerosols in the stratosphere become more concentrated with height until the increase in the H$_2$SO$_4$ saturation vapour pressure at the surface of the droplet sets an upper limit to the thermodynamic stability of the droplets. The concentration change of the droplet solution is obvious from the climatological mean tropical profiles of the binary solution density (Fig. 12a), the sulfuric acid weight percentage of the droplets (Fig. 12c), and their water content (Fig. 12e). The latter is expressed as the relative difference to a representative Junge layer aerosol mean state widely used in the literature (density of 1.7 g cm$^{-3}$, sulfuric acid weight percentage of 0.75; see e.g. Rosen, 1971; Hamill et al., 1997).

Changes in the aerosol composition play an important role for understanding seasonal variations of observed aerosol optical properties (e.g. Yue et al., 1994; Hamill et al., 1997). Since equilibrium with respect to water is achieved quasi-
instantaneously also in the relatively dry stratosphere, small variations in the water content forced by the QBO may additionally contribute to QBO signatures in the droplet composition that arise from QBO-induced temperature anomalies or advection due to the residual circulation of the QBO.

Residual QBO anomalies of the diagnosed particle properties (Fig. 12b, d, f) indeed reveal a strong analogy to QBO-induced temperature anomalies of the tropical stratosphere (Fig. 2b). Aerosols have a higher sulfuric acid weight percentage during times when positive temperature anomalies are induced during the QBO westerly shear. Although respective relative modulations almost linearly scale with the QBO temperature signal, of the order of approximately ±1 %, this has extensive consequences for aerosol microphysics above the 20 hPa pressure level, because it facilitates evaporation and reduces the SAD. The opposite occurs in the relatively cold QBO east shear. All QBO signatures are statistically significant up the 7 hPa pressure level.

The analysed aerosol properties are also modulated by changes due to seasonal variations in the stratospheric temperature (e.g. Steele and Hamill, 1981; Yue et al., 1994). Since the latter are stronger above the TTL than in the middle stratosphere, seasonal variations in the aerosol properties play a particular role below the evaporation region. For instance, at 70 hPa the sulfuric acid weight percentage and water content vary between summer and winter by about 20 % (not shown), and the density of the droplet solution by ~ 6 %. At 10 hPa the variations do not exceed 1–2 %. Hence, below approximately 20 hPa, these variations are up to a magnitude stronger than the inferred QBO signatures. This is clearly different from the aerosol mixing ratio (Fig. 4), where only below 70 hPa seasonal variations are (approximately two times) stronger than the QBO signal.

3.6 Size distribution

The QBO imprint in modelled aerosol size distributions is shown in Fig. 13 for QBO east phases, exemplarily for pressure levels of 10 and 40 hPa. Signatures in QBO west phases have an opposite sign (not shown). The upper panels depict size distributions from linear interpolations between adjacent bins in terms of number concentrations (particles cm$^{-3}$). To better illustrate the QBO effect, the bottom panels show relative differences per bin as bar charts. The bars are colour coded by aerosol modes, as discussed in Sect. 3.3. As before, all data are monthly zonal means between 5° N and 5° S. In order to provide an independent diagnostics, we sampled the data according to the sign of the QBO east phase zonal wind tendency $dU_{EQBO}/dt$, and not according to the sign of the QBO signatures we inferred for integrated quantities above. In the averages only easterlies $> |4|$ m s$^{-1}$ are considered.

The size distribution curves (top panels) do not differ much due to the double logarithmic scale. The relative differences between the curves (bottom panels), however, show sufficiently large QBO signatures, which are consistent with our findings from integrated parameters. In particular they correspond well with mode-wise integrated number densities (Fig. 10): At 10 hPa, more aerosols (except in the coarse mode) are found when the zonal wind tendency is positive (black curve). This corresponds to positive anomalies in the Aitken and accumulation mode (Fig. 10d and f) in the month after the transition from the QBO westerly to the easterly phase. Nucleation and coarse-mode signatures are not significant at this level (Fig. 10a, g). At 40 hPa, larger concentrations are found during months when the easterly zonal wind is getting weaker (negative tendency, grey curve). This corresponds to positive anomalies in the Aitken and accumulation mode number densities in the month before the onset of the westerly zonal wind transition (Fig. 10d and f). Only aerosols of intermediate size, i.e. the largest Aitken mode and smallest accumulation mode particles, are inversely modulated. Here, the 7-month phase lag of accumulation mode QBO signatures, with respect to the Aitken mode, are cancelling out respective signatures in the size distribution averages. In contrast to 10 hPa the signature in the nucleation mode is statistically significant; in addition BHN may be triggered by the QBO in their easterly phase (Fig. 10b).

The exemplarily shown size distributions and their relative changes also contain the imprint of QBO modulations in the microphysical processes, as discussed above, and correspond to signatures in the surface area density (Sect. 3.2.1): At the lower level, condensation is strong and shows a positive anomaly when $dU_{EQBO}/dt < 0$ (month with accelerating easterlies; compare anomalies in Fig. 11d). Accordingly, the SAD is positively modulated. Particularly, the effect is larger when the SAD is inferred for the entire range of aerosols (Fig. 7b) and weaker in the adopted size range with $R \geq 50$ nm (Fig. 7d). At 10 hPa, condensation is approximately still 1 order of magnitude stronger than evaporation in the time mean (Fig. 11c, e). This is also reflected in the size distributions, where the positively modulated condensational growth during months when $dU_{EQBO}/dt < 0$ causes a shift of fine-mode aerosols to the right (grey curve). However, this growth is likely to be competing with coagulation. That is because coagulation causes the net loss in the number concentration for aerosols with $R < 50$ nm (note that $\text{H}_2\text{SO}_4$ condensation is aerosol number conserving), see also discussion in Sect. 3.4.4.

Unequally distributed QBO signatures in the size distributions also refer to the above-mentioned nonlinear coupling between the processes which determine the size distribution’s shape, and, in turn, QBO signatures in the different aerosol modes and various properties – hence supporting our view that only by consideration of the QBO is the variability of the lower stratospheric aerosol layer in the tropical LS modelled adequately. Otherwise a comparably static Junge layer with a distinctly different life cycle of aerosols is simulated, with possibly false implications.
Figure 13. Comparison of modelled aerosol size distributions and associated QBO modulations, exemplarily at the 10 and 40 hPa pressure levels. Inferred from monthly mean zonal means during the easterly phase of the QBO, when imposed anomalies in the integrated number densities (Fig. 10) may be phase shifted relative to the sign of the zonal wind tendency $\frac{dU_{QBO}}{dt}$. Bottom panels show corresponding relative differences between the two size distributions in each panel above and are binned according the particle’s size discretisation of the microphysical scheme (calculated relative to the negative tendencies’ average, i.e. the grey curve in the panels above). Grey shades in the bottom panel refer to those modes of the size distribution, where statistically significant QBO modulations have been determined in the integrated number densities according the standard Student’s t-test.

3.7 Precursor gases

Previous work has already addressed some aspects of the natural variability of aerosol precursors in the stratosphere. HOM11, for example, discussed in detail how the QBO-free model predicts the aerosol precursors SO$_2$ and sulfuric acid vapour in the stratospheric background in comparison to observations. Brühl et al. (2012) analysed the modelled short-term variability of SO$_2$ and sulfuric acid vapour with respect to oxidising capabilities of OCS in the volcanically quiescent stratosphere from 1999 and 2002. But Brühl et al. (2012) did not in greater detail investigate the coupling between the aerosol layer, the precursors and the QBO.

Generally, little is known about the vertical profiles of SO$_2$ and H$_2$SO$_4$ vapour in the stratosphere. Most measurements were conducted in the early years of systematic exploration of the stratosphere (SPARC/ASAP, 2006; Mills et al., 2005, HOM11). During the last two decades the majority of observations of sulfur-bearing gases were conducted in the troposphere. According to SPARC/ASAP (2006) less than a quarter of the campaigns measured in the lowermost stratosphere. In the more recent years, SO$_2$ measurements were conducted on a more regular basis, e.g. when aircraft campaigns touched the lowermost stratosphere (e.g. during SOLVE). But those are predominately confined to the lowermost regions of the mid- and high latitudes, so that they cannot be taken into consideration within this study that focus on the tropical LS. Above 30 km, data from only one campaign were available until last year (2013) – which measured SO$_2$ in the NH subtropics (ATMOS infrared spectrometer on a NASA Space Shuttle in 1985; Rinsland et al., 1995). Recently a climatology of monthly and zonal mean profiles of SO$_2$ volume mixing ratios has been derived from Envisat/MIPAS measurements in the altitude range 15–45 km for the period from July 2002 to April 2012 (Höpfner et al., 2013). We compare to this data set below. Only a few extratropical data are available for H$_2$SO$_4$ vapour and are discussed in Mills et al. (2005) and HOM11.

In the model, the climatological mean SO$_2$ mixing ratio (Fig. 14a) rapidly decreases from the TTL to ~50 hPa due to rapid photochemical conversion to H$_2$SO$_4$. Above 50 hPa, the mixing ratio increases due to the oxidation of OCS. Above 10 hPa the photolysis of H$_2$SO$_4$ vapour establishes an upper-stratospheric reservoir of SO$_2$, which plays a large role in the triggering of new aerosol formation in the polar spring stratosphere when the sunlight returns (Mills et al., 1999, 2005; Campbell et al., 2014, HOM11). The MIPAS profile varies much less than the modelled one. Quantitatively, MIPAS mixing ratios are an order of magnitude larger around 40 hPa and factor of 2 larger between 25 and 7 hPa. The origin of this discrepancy remains unclear. But since both Höpfner et al. (2013) and HOM11 (CTL simulation) emphasised a good agreement to the subtropical SPACELAB3/ATMOS SO2 profile (26–32° N), potentially our model overestimates the annual cycle in the tropical SO$_2$ profile, the photochemical SO$_2$ oxidation, or both. On the other hand, we cannot prove tropical MIPAS profiles in more detail since other continuous measurements well above the TTL do not exist. Further investigations and other data sources are needed to understand this behaviour.
Figure 14. Comparison between the modelled SO$_2$ mass mixing ratio and Envisat/MIPAS observations from Höpfner et al. (2013). (a) Climatological mean profiles. The continuous line represents the model simulation and the dashed line MIPAS observations. Panels (b) and (c) show composited residual anomalies from the model and MIPAS, relative to the onset of residual westerlies at 18 hPa and 20 hPa, respectively. As before, model data are averaged between 5$^\circ$ N and 5$^\circ$ S for the years 1996–2006. MIPAS data have been obtained from the time series of measurements between July 2002 and April 2012. Composited zonal mean zonal wind contour lines in (c) have been obtained from the ECMWF ERA-Interim climatology, similarly to Figs. 2a and 8b. Pressure levels where QBO modulations are statistically significant are shaded grey. Hashed areas for the model and stippled for MIPAS.

Figure 15. As in Fig. 6, except for the modelled H$_2$SO$_4$ vapour mass mixing ratio.

The modelled climatological mean tropical H$_2$SO$_4$ vapour mixing ratio profile (Fig. 15a) exhibits a minimum slightly above the 50 hPa pressure level, where the vapour rapidly condenses onto aerosols. Above 50 hPa, the saturation vapour pressure of H$_2$SO$_4$ rapidly increases (between 50 and 10 hPa by 7 orders of magnitude) so that with increasing altitude less vapour condenses and most of it remains in the gas phase. Above 20 hPa, the probability of droplet evaporation gradually increases with height, so that the gradient in the sulfuric acid vapour mixing ratio further increases to around the 5 hPa level. That is the altitude where H$_2$SO$_4$ photolysis to SO$_3$ becomes important (Burkholder and McKean, 1997). SO$_3$ in turn is photolysed to SO$_2$ and builds up the SO$_2$ reservoir in the upper stratosphere. This is seen in most of the stratosphere-resolving (chemistry–) climate models with an interactive aerosol component (Turco et al., 1979; Weisenstein et al., 1997; Mills et al., 2005, HOM11). Envisat/MIPAS observations recently confirmed the existence of such a reservoir (Höpfner et al., 2013), which had been already indicated by ATMOS measurements in spring 1985 at Northern Hemispheric subtropical latitudes. Above 45 km, however, the ATMOS profile implies a further sink for SO$_2$ near the stratopause by largely decreasing mixing ratios above 48 km (~1 hPa), that is not confirmed by most models.

As seen from Fig. 14b and c, as well as from Fig. 15b, the QBO similarly modulates to a large degree SO$_2$ and H$_2$SO$_4$ vapour in the equatorial stratosphere. Just above the TTL we found deviations from the modelled climatological mean of up to ±20%. Above 20 hPa, the relative QBO sig-
QBO anomalies in the tropical MIPAS SO$_2$ climatology are relatively irregular below the 50 hPa pressure level. Here, volcanic perturbations may have an imprint in the derived QBO signature. It is not trivial to remove such irregularly appearing pattern from the climatology, because such signatures disperse spatially, propagate up in-time, and generally decay in strength due to the relatively small chemical time constant (~ 1 month; SPARC/ASAP, 2006). More research is needed to establish a robust quantification method for the different factors determining the characteristics of the observed SO$_2$ time series. Although above 50 hPa (~ 20 km) the volcanic imprint is still detectable in the climatology (Höpfner et al., 2013, bottom panels in their Figs. 4 and 5), we infer well-defined QBO anomalies which correlate well with the QBO wind regime. This is different in the simulation, where SO$_2$ anomalies above 20 hPa lag behind the occurrence of strongest zonal winds. The relative strength of the anomalies is approximately similar in both data sets. Höpfner et al. (2013) reported QBO signatures in their MIPAS climatology as large as 30–50 %, relative to the climatological mean, being in good agreement with our analysis. MIPAS SO$_2$ anomalies are significant only between 50–18 hPa, whereas modelled anomalies are significant between 90–30 hPa and above 3 hPa. At this point, we do not understand in particular the lag of the MIPAS anomalies relative to the model. Differences in the phase shifts of the inferred anomalies in the vertical are explained by the different shapes of the profiles. As mentioned above, the modelled photochemistry and/or model deficits in the representation of the annual cycle of the tropical upwelling may explain, at least parts, of the described differences in the inferred QBO signatures.

Below the QBO easterly jet, upwelling is enhanced (Gray and Chipperfield, 1990; Seol and Yamazaki, 1998), hence positive precursor anomalies below 50 hPa depict an enhanced vertical transport through the TTL in the model. To what extent H$_2$SO$_4$ vapour is transported from the free troposphere into the LS remains speculative, because the small chemical time constant of H$_2$SO$_4$ vapour in the LS (~ 1 day) implies that H$_2$SO$_4$ vapour anomalies may appear as fingerprint structures of the SO$_2$ anomalies. This is also supported by the kinetics of the H$_2$SO$_4$ vapour forming reaction between SO$_2$ (oxidised from SO$_2$) and H$_2$O, that depend exponentially on $1/T$ (Sander et al., 2006), hence benefit from cold anomalies induced in the cold lowermost tropical stratosphere during QBO east phases.

Above 50 hPa, where modelled anomalies in both gases correlate well with the equatorial QBO temperature signal, it seems plausible that some of the H$_2$SO$_4$ vapour anomalies arise implicitly from the QBO-modulated SO$_2$ oxidation. Phase reversal of the anomalies occurs where the mixing ratio profile distinctly changes shape, thus indicating that QBO-modulated advective transport accounts for most of the calculated QBO anomalies in the two precursor gases.

Furthermore, modelled QBO anomalies in the two precursor gases are in phase with modulations in the Aitken mode aerosol number density (Fig. 10d) and the H$_2$SO$_4$ vapour condensing onto aerosols (Fig. 11d). This implies that pre-existent or newly formed aerosols rapidly grow by H$_2$SO$_4$ condensation, even though the strength of condensation decreases rapidly with height (Fig. 11c). Together with in-phase anomalies in the nucleation rate and nucleation mode number density around 50 hPa, this result indicates that, at least partly, the origin of Aitken mode aerosols in the LS is not the free troposphere, from where they have been more rapidly uplifted when the QBO phase is easterly. However, we cannot provide a more detailed quantification of pathways maintaining the volcanically quiescent aerosol layer in the tropical stratosphere, because it requires that OCS, one of the major sulfur sources in the LS (e.g. SPARC/ASAP, 2006), needs to be treated prognostically (e.g. Brühl et al., 2012). As a caveat it should be mentioned that the use of climatological mean oxidant fields likely affect the simulated QBO signature in the precursors, since these fields do not contain an inherent QBO variation due to averaging. The response of modelled precursor mixing ratios to QBO signatures in oxidant fields in a prospective interactively coupled middle atmosphere–chemistry–aerosol model could be damping, amplification or compensation and depend on phase of the signatures. With our model configuration we are not able to address this issue and further studies with such fully interactive model systems are needed to understand the coupling between the oxidising pathway from precursors to sulfate aerosols via O$_3$, OH, and NO$_2$ and the QBO.

4 Conclusions

Here, for the first time, we provide model-based indications for concurrent QBO-imposed effects in the tropical stratospheric aerosol layer that modulate the aerosol size distribution in a nonlinear manner. Such effects have only been suggested so far from satellite-measured aerosol extinction coefficients (Trepte and Hitchman, 1992) and SO$_2$ measurements (Höpfner et al., 2013). Eleven years (1996–2006) of the post-Pinatubo stratospheric background were simulated with the aerosol-coupled middle-atmosphere circulation model MAECHAM5-SAM2. The data were examined with regard to the long-term variability of aerosol and precursors in the tropical lower stratosphere and variations caused by the QBO in aerosol dynamics and composition. We compared the data to a control simulation that did not resolve the QBO (HOM11), to merged data sets from observations of the solar occultation SAGE II satellite sensor and the space-
borne CALIOP lidar and to the MIPAS observations of SO₂ from Höpfner et al. (2013).

There is a general agreement that the QBO is an important forcing mechanism of the Earth’s climate (e.g. Baldwin et al., 2001; Brönnimann, 2007) and largely determines the global dispersion of stratospheric trace constituents (see Baldwin et al., 2001). However, accompanying effects on sulfate aerosol droplets that form the Junge layer in the stratosphere have not yet been addressed in detail. Since this paper is a first attempt to examine the QBO–aerosol microphysics relationship in the tropical LS, we utilise a model system of reduced complexity with respect to the stratospheric aerosol system. We concentrate here on the simulation of sulfate aerosols since they dominate the stratospheric aerosol load. Other particulate substances might however have an impact on stratospheric dynamics as well. A more detailed understanding of the dynamics of sulfate aerosols in the tropical LS is also of particular interest for research on the separation of volcanic signatures from the natural variability of the stratospheric background, and is, therefore, a necessary step towards a better understanding of the aerosol behaviour in the LS as observed in the recent past. We have shown that in the model the tropical Junge layer is influenced by the QBO. The vertical expansion of the modelled layer, i.e. its thickness, differs by at least 5 km dependent on the phase of the QBO. This is in agreement with satellite-observed aerosol extinctions and derived aerosol sizes, and hence does not arise solely from volcanic disturbances of the tropical lower stratosphere as argued by Hasebe (1994). This is important for understanding the climatological relevance of stratospheric background aerosols, which is still debated (e.g. Hofmann, 1990; Deshler et al., 2006; Solomon et al., 2011; Neely et al., 2013).

We found that the QBO affects all parameters we diagnosed from the model’s aerosol scheme. Our results indicate that QBO effects in the sulfate droplet composition are small and depend almost linearly on the QBO signature in the tropical stratospheric temperature. QBO modulations in the modelled aerosol mixing ratio and size appear to be stronger and increase in the upper levels of the Junge layer (above 20 hPa), where the droplets evaporate. In particular at these altitudes we found clear indications for nonlinear relationships in the aerosol processing due to the influence of the QBO. Furthermore, and in agreement with other studies, we found an enhanced upwelling of SO₂ into the lower stratosphere below the 50 hPa pressure level when the QBO is in its easterly phase. Our model indicates that this modulation in the supply of the SO₂ precursor establishes a chain of subsequent in-phase modulations in other modelled quantities below 50 hPa. The sulfuric acid vapour concentration is enhanced during easterly QBO and also the subsequent condensation onto intermediate-sized aerosols in the Aitken mode. QBO signatures in SO₂ are quantitatively in agreement with MIPAS observations from Höpfner et al. (2013) above the 50 hPa pressure level. However, it is not yet clear from our comparison, why the tropical climatological mean profiles differ substantially in their vertical shape. This difference may be responsible for the phase-lag of the QBO signatures between the model and MIPAS. The reduction of the stratospheric chemistry system to the sulfur cycle and pre-calculated monthly mean oxidant fields may partly explain the differences, but it should be noted that our model’s SO₂ profile is in the bulk of solutions from global stratospheric aerosol models. Other systematically observed SO₂ profile climatologies do not exist for the stratosphere, so that more research is needed to better understand this issue.

Compared to the CTL experiment, where the Junge layer behaves almost statically, the nature of the more realistically predicted Junge layer in the QBO experiment is predicted to be highly variable. Prevailing westerly zonal winds expand the layer in the vertical. This motion subsequently is backed by an adiabatic uplift of aerosols in the anomalously cold QBO easterly shear. With progressing downward motion of descending easterly zonal winds, the entire layer descends and vertically diverges due to advection imposed by the QBO meridional circulation overlying the BDC. Before the QBO westerly jet propagates through the layer, reduced upwelling below the jet is further displacing the layer down to lower altitudes, where the layer has its smallest vertical extension.

Resulting anomalies in the modelled tropical aerosol mixing ratio are very similar to those observed in ozone. Hence they are dominated by QBO effects on the advective transport and are confined by the structure of the tropical mixing ratio profile. In the upper levels of the Junge layer, integrated aerosol size quantities are much more strongly modulated by the QBO than the bulk mixing ratio because imposed effects on microphysical processes play a larger role than further below. This view is confirmed by QBO signatures in the CCMI SAD, a merged data set derived from satellite observations of aerosol extinction coefficients and backscatter from the SAGEII and CALIOP instruments. In particular in the evaporation region of the Junge layer the statistically significant signatures agree well. Below that level anomalies in the observation data set are significantly stronger than in the model (∼ 60 %), presumably due to volcanic signatures.

The model predicts that the QBO modulates the balance of the mass transfer of H₂SO₄ vapour between the gas and the droplet’s liquid phase. The mass transfer is shifted towards evaporation in the QBO-nudged model, compared to the CTL simulation. However, in the time average, evaporation is continuously accompanied by recurring condensation of H₂SO₄ onto the aerosols. The model indicates that below the evaporation region nucleation of particles is triggered by the QBO and may significantly influence the aerosol size distribution. However, this result strongly relies on use of the Vehkamäki parameterisation of binary homogeneous nucleation of the water and sulfuric acid mixture in the model.
Our simulation shows that the life cycle of sulfate droplets in the tropical LS is determined by processes which are coupled in a strongly nonlinear manner to the QBO. This is because imposed QBO signatures in the different aerosol properties (i) differ in strength, (ii) differ over the size range of aerosols, (iii) are a function of altitude, and (iv) may be shifted in phase. It is clear that, away from the equatorial belt, QBO signatures in LS aerosol may show other signatures and couplings due to phase shift of the extratropical QBO signal, which also weakens poleward (Baldwin et al., 2001). QBO effects on the extratropical Junge layer were not within the scope of this study. Further studies follow to examine respective relationships.

The complexity of the described interactions between the QBO and the Junge layer in the model might be a key aspect in attempts to understand the global impact of stratospheric aerosols. It may also help to assess the discrepancy between modelled and observed aerosol quantities in periods when the stratosphere is largely unperturbed by sporadic injections from volcanoes or other sources. Although not addressable with this model configuration, the catalytic cycles that destroy wintertime polar stratospheric ozone may respond to QBO effects in the Junge layer. And, moreover, it seems likely that such effects may feed back into the climate system, further complicating the comprehensive understanding of the aerosol system in the UTLS.
Appendix A: Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE-FTS</td>
<td>Atmospheric Chemistry Experiment – Fourier Transform Spectrometer</td>
</tr>
<tr>
<td>AMIP2</td>
<td>Atmospheric Model Intercomparison Project</td>
</tr>
<tr>
<td>ASAP</td>
<td>Assessment of Stratospheric Aerosol Properties</td>
</tr>
<tr>
<td>ATMOS</td>
<td>Atmospheric Trace Molecule Spectroscopy</td>
</tr>
<tr>
<td>BDC</td>
<td>Brewer–Dobson circulation</td>
</tr>
<tr>
<td>BHN</td>
<td>Binary homogeneous nucleation</td>
</tr>
<tr>
<td>CALIOP</td>
<td>Cloud-Aerosol Lidar with Orthogonal Polarisation</td>
</tr>
<tr>
<td>CCM</td>
<td>Chemistry climate model</td>
</tr>
<tr>
<td>CCMVal</td>
<td>Chemistry-Climate Model Validation Activity</td>
</tr>
<tr>
<td>CTL</td>
<td>Control (experiment)</td>
</tr>
<tr>
<td>ECHAM</td>
<td>Acronym from ECMWF and Hamburg</td>
</tr>
<tr>
<td>ECMWF</td>
<td>European Centre for Medium-Range Weather Forecasts</td>
</tr>
<tr>
<td>ERA</td>
<td>ECMWF Re-Analysis</td>
</tr>
<tr>
<td>ERBS</td>
<td>Earth Radiation Budget Satellite</td>
</tr>
<tr>
<td>HALOE</td>
<td>Halogen Occultation Experiment</td>
</tr>
<tr>
<td>ICAO</td>
<td>International Civil Aviation Organization</td>
</tr>
<tr>
<td>QBO</td>
<td>Quasi-biennial oscillation</td>
</tr>
<tr>
<td>MESSy</td>
<td>Modular Earth Submodel System</td>
</tr>
<tr>
<td>MIPAS</td>
<td>Michelson Interferometer for Passive Atmospheric Sounding</td>
</tr>
<tr>
<td>MOZART</td>
<td>Model for OZone And Related chemical Tracers</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>SAD</td>
<td>Surface area density</td>
</tr>
<tr>
<td>SAGE</td>
<td>Stratospheric Aerosol and Gas Experiment</td>
</tr>
<tr>
<td>SAM2</td>
<td>Stratospheric Aerosol Model version 2</td>
</tr>
<tr>
<td>SAO</td>
<td>Semi-annual oscillation</td>
</tr>
<tr>
<td>SMC</td>
<td>Secondary meridional circulation</td>
</tr>
<tr>
<td>SOLVE</td>
<td>SAGE III Ozone Loss and Validation Experiment</td>
</tr>
<tr>
<td>SPARC</td>
<td>Stratospheric Processes and their Role in Climate</td>
</tr>
<tr>
<td>TSR</td>
<td>Tropical stratospheric reservoir</td>
</tr>
<tr>
<td>TTL</td>
<td>Tropical tropopause layer</td>
</tr>
<tr>
<td>UT/LS</td>
<td>Upper troposphere and lower stratosphere</td>
</tr>
<tr>
<td>WMO</td>
<td>World Meteorological Organization</td>
</tr>
</tbody>
</table>
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