CFD modeling of a vehicle exhaust laboratory sampling system: sulfur-driven nucleation and growth in diluting diesel exhaust
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Abstract. A new exhaust aerosol model CFD-TUTEAM (Tampere University of Technology Exhaust Aerosol Model for Computational Fluid Dynamics) was developed. It is based on modal aerosol dynamics modeling with log-normal assumption of particle distributions. The model has an Eulerian sub-model providing detailed spatial information within the computational domain and a computationally less expensive, but spatial-information-lacking, Lagrangian sub-model. Particle formation in a laboratory sampling system that includes a porous tube-type diluter and an aging chamber was modeled with CFD-TUTEAM. The simulation results imply that over 99 % of new particles are formed in the aging chamber region because the nucleation rate remains at a high level in the aging chamber due to low dilution ratio and low nucleation exponents. The nucleation exponents for sulfuric acid in sulfuric-acid–water nucleation ranging from 0.25 to 1 appeared to fit best with measurement data, which are the same values as obtained from the slopes of the measured volatile nucleation mode number concentration vs. the measured raw exhaust sulfuric acid concentration. These nucleation exponents are very low compared to the nucleation exponents obtained from the classical nucleation theory of binary sulfuric-acid–water nucleation. The values of nucleation exponent lower than unity suggest that other compounds, such as hydrocarbons, might have a significant role in the nucleation process.

1 Introduction

Ultrafine particles are related to adverse health effects (Dockery et al., 1993; Pope et al., 2002; Beelen et al., 2014) and various effects on climate (Arneth et al., 2009). Diesel vehicles cause a significant fraction of health-effect-inducing exposure, because they present a major contribution to ultrafine particles of urban air (Virtanen et al., 2006; Johansson et al., 2007; Pey et al., 2009) and because the sizes of the particles emitted by diesel vehicles lie in the range of high lung deposition probability (Alföldy et al., 2009; Rissler et al., 2012).

Fuel combustion generates solid particles, such as soot, ash, core (Rönkkö et al., 2007), and nanosized carbonaceous particles (Sgro et al., 2008). In addition to solid particles, liquid particles are also formed. Unlike solid particles, liquid particles are formed after the combustion process during exhaust cooling (Kittelson, 1998). In the case of a vehicle, this occurs when the exhaust is released from the tailpipe. Liquid particles are smaller than soot particles and they are formed through nucleation process; thus, they are frequently called nucleation particles. Strictly speaking, the nucleation process by definition involves an energy barrier, and it has been shown that particle formation can be a barrierless process also (Vehkamäki and Riipinen, 2012). For simplicity, we call the particle formation process in this article “nucleation” whether it involves an energy barrier or not.

The particle size distribution controls aerosol deposition to the respiratory system and its behavior in the atmosphere. Modeling studies can provide information on vehicle exhaust particle formation and evolution in the atmosphere. To model particle concentration and the size of nucleation mode, the actual nucleation rate needs to be known. In addition, modeling of vehicle exhaust particle formation can also provide
insight on nucleation and particle formation processes in more dilute environments. The detailed nucleation mechanism controlling particle formation in vehicle exhaust is currently unknown. Studies have shown that nucleation particles contain at least water, sulfuric acid, and hydrocarbons (Kittelson, 1998; Tobias et al., 2001; Sakurai et al., 2003; Schneider et al., 2005); therefore, it is likely that these could be involved in the nucleation process. Sulfuric acid vapor (also called “gaseous sulfuric acid” in literature) concentration in diesel exhaust (Rönkkö et al., 2013), fuel sulfur content (Maricq et al., 2002; Vogt et al., 2003; Vaaraslalti et al., 2005; Kittelson et al., 2008), lubricating oil sulfur content (Vaaraslalti et al., 2005; Kittelson et al., 2008), and exhaust after-treatment (Vogt et al., 2003) has been found to correlate with nucleation particle concentration, at least in the cases when the test vehicle has been equipped with an oxidative exhaust after-treatment. As a counterexample, no correlation between fuel sulfur content and particle number concentration can be seen from the results of Rönkkö et al. (2007).

Particle formation and dilution in vehicle exhaust and in laboratory sampling systems have been studied by several authors (Voutilais et al., 2005; Lemmetty et al., 2006, 2008; Arnold et al., 2012; Li and Huang, 2012; Pirjola et al., 2015) in temporal coordinates. However, because particle formation in diluting vehicle emission involves strong gradients in temperature and the concentrations of the compounds involved, full understanding of the particle formation process also requires information in spatial dimensions, usually done by using a computational fluid dynamics (CFD) approach. For vehicle exhaust plumes, modeling efforts to elucidate this situation have recently been undertaken (Uhrner et al., 2007; Albriet et al., 2010; Liu et al., 2011; Wang and Zhang, 2012; Huang et al., 2014). These efforts, however, have focused on real-world dilution situations for which boundary conditions are difficult to obtain. Controlled observations of vehicle emissions are usually performed in laboratory conditions involving diluting sampling systems. CFD modeling of particle formation in a perforated tube diluter (its operating principle corresponds to a porous tube diluter (PTD) used in exhaust laboratory measurements) with dibutyl phthalate (DBP) has been performed by Pykönén et al. (2007). To our knowledge, no CFD modeling studies involving realistic vehicle exhaust in realistic emission sampling situations have been performed.

In this paper, an exhaust aerosol model for application in CFD modeling of realistic vehicle exhaust and its applicability to study particle formation involving sulfuric acid in diesel exhaust using previously published data (Arnold et al., 2012; Rönkkö et al., 2013) are presented. Two versions of the model code, an Eulerian and a Lagrangian model, are presented. The Eulerian model can provide the spatial information inside the sampling system, but the Lagrangian model can be used with lower computational cost due to a lower dimensionality, but it lacks spatial information. The Eulerian model is used to examine the spatial distribution of particle formation and growth in the modeled experimental setup; the findings in light of different possible nucleation mechanisms through the dependence of the formation rate on the sulfuric acid concentration are studied. In addition, model results enabled the study of relative rates of different aerosol dynamics processes, such as coagulation and deposition, inside the sampling setup, which provides valuable information for future studies of vehicle emissions. Finally, because vehicle emission studies are used as input for modeling studies of atmospheric aerosol loading, the spatial information gained from our model gives insight into the applicability of emission studies for such upscaling purposes.

2 Model description

2.1 Fluid dynamics model

The CFD code used was a commercially available software ANSYS FLUENT 14.0. It can be used to solve, e.g., flow, mass, heat, and radiation transfer problems. It is based on a finite volume method (ANSYS, 2011) in which the computational domain is divided into a finite amount of cells. Governing equations of the flow are solved in every computational cell iteratively until sufficient convergence is reached. In this study, the governing equations are continuity, momentum, energy, turbulence, gas species, and aerosol scalars transport equations.

2.2 Aerosol dynamics model CFD-TUTEAM (Tampere University of Technology Exhaust Aerosol Model for Computational Fluid Dynamics)

The aerosol dynamics model CFD-TUTEAM is based on the former aerosol model TUTEAM (Lemmetty et al., 2008). CFD-TUTEAM represents aerosol distributions modally (Whitby and McMurry, 1997), i.e., the total distribution is divided into log-normally distributed modes of different particle sizes. A single-component mode \( j \) is modeled by three variables, which are number \( M_{j,0} \), surface area \( M_{j,2/3} \), and mass \( M_{j,1} \) moment concentrations of the distribution. The concentration of a \( k \)th moment of a mode \( j \) has a governing equation (Whitby and McMurry, 1997)

\[
\frac{\partial M_{j,k}}{\partial t} = \nabla \cdot (M_{j,k} \mathbf{u}) + \nabla \cdot \left( \rho_{l} \overline{D}_{j,k,\text{eff}} \nabla \frac{M_{j,k}}{\rho_{l}} \right) + \text{nucl}_{j,k} + \text{cond}_{j,k} + \text{coag}_{j,k},
\]

where \( \mathbf{u} \) is the flow velocity vector, \( \rho_{l} \) is the fluid density, \( \overline{D}_{j,k,\text{eff}} \) is \( k \)th moment-weighted average of \( D_{ij} \), and the last terms represent source terms for nucleation, condensation, and coagulation, which are described in Sect. 2.2.3. However, in a multi-component aerosol system, the mass moments are further divided into moments, \( M_{j,1,i} \), where \( i \) denotes a liquid component in the particle.
The Lagrangian model uses cooling and dilution profiles obtained from the CFD model as inputs.

2.2.1 Eulerian model

The Eulerian aerosol model is two-way coupled with the CFD model: (1) the properties on the fluid side affect on the transport equation of the particle variables Eq. (1); (2) nucleation and condensation on the aerosol side affect on the transport equation of gas species as negative source terms.

Temperature, gas species concentrations, and particle distribution parameters in hot exhaust and cold dilution air are the boundary conditions that are used at the domain boundaries in the corresponding inlets. Computation of the CFD model and the Eulerian aerosol model provide the solution for flow and particle parameters inside the simulation domain and their values at the outlet.

The simulation domain is a two-dimensional axial symmetric geometry. The measurement setup to be modeled had no time dependence in the results in a short timescale, which allows a computationally more efficient steady-state simulation.

2.2.2 Lagrangian model

The Lagrangian aerosol model is a Matlab code in which the differential equations Eq. (1), with the exception of the first two terms (convection and diffusion), are solved numerically. Temperature and gas species concentration data from different path lines of the fluid obtained from the Eulerian CFD model are used as time series inputs for the Lagrangian model. The Lagrangian aerosol model is only one-way coupled with the CFD model: gas-to-particle conversion (nucleation and condensation) has no effect on the fluid side. The one-way coupling approximation is sufficient as gas-to-particle conversion decreases the mass concentrations of sulfuric acid, water, and hydrocarbon vapors, in maximum, by 4, 1, and 1 %, respectively, in the whole simulation domain of the Eulerian simulations. The one-way coupling also enables the modeling of particle dynamics with a higher resolution compared to fluid modeling.

The path lines contain no spatial information in the Lagrangian model, but temporal information exist. However, the Lagrangian model can also be considered a steady-state simulation, because the inputs are obtained from a steady-state CFD simulation. Due to fewer dimensions in the Lagrangian model compared to the Eulerian model, a very high temporal resolution can be simulated with the same computational cost. The output from the Eulerian model is actually interpolated to a higher resolution to match the input required for the Lagrangian model. However, the Lagrangian model has, in principle, the same resolution for temperature and gas species concentrations as the Eulerian model because the solution has been calculated using the lower resolution. The higher resolution is, however, used for particle dynamics in the Lagrangian model. Therefore, comparing the particle distribution results from both models provides information on the sufficiency of the spatial resolution of the Eulerian model. A high resolution is required for particle dynamics processing due to the non-linear and exponential nature of the equations controlling particle dynamics.

Running the Lagrangian aerosol model provides the particle distribution parameters as a function of time for different path lines. The values at the ends of the different path lines can be averaged to get information on the particle parameters at the outlet.

2.2.3 Aerosol dynamics

Modeled aerosol processes are shown in Fig. 2, and different terms of Eq. (1) are explained next.

“Nucleation” is a key process controlling particle number concentration in diluting exhaust particle formation, which is generally considered sulfur-driven, more specifically sulfuric-acid-driven. Binary homogeneous nucleation (BHN) of water and sulfuric acid has been used as a nucleation mechanism in previous diesel exhaust modeling studies (Lemmetty et al., 2006, 2008; Uhrner et al., 2007; Albriet et al., 2010; Liu et al., 2011; Li and Huang, 2012; Wang and Zhang, 2012; Huang et al., 2014). The nucleation rate $J$ of BHN can be derived from classical thermodynamics, and the theory for this is called classical nucleation theory (CNT). Following the first nucleation theorem (Kashchiev, 1982), the nucleation exponent for nucleating species $i$ is defined as:

$$ n_i = \frac{\partial \log J}{\partial \log C_i}, \quad (2) $$

where $C_i$ is the concentration of species $i$. According to CNT, the nucleation exponent for sulfuric acid vapor (subscript: sa) $n_{sa}$ in vehicle exhaust is about 5 or more. In activation-type nucleation (Kulmala et al., 2006), $n_{sa} = 1$, and in kinetic nucleation (McMurry and Friedlander, 1979), $n_{sa} = 2$. Nucleation exponents 1 and 2 are found to fit to atmospheric measurement results better than the values from CNT in some studies (Sihto et al., 2009), but higher than 2 have also been observed (Wang et al., 2011; Herrmann et al., 2014). However, nucleation exponents have not yet been widely explored in connection with diesel exhaust. The nucleation mechanism in diesel exhaust can differ from the mechanism in atmosphere due to different gas concentration and temperature ranges. According to our simulations...
with CNT nucleation (Olin et al., 2014), nucleation rate obtained from CNT needs to be corrected with a relatively large factor that decreases exponentially (correction factor $\propto [\text{H}_2\text{SO}_4]^{-6.6}$) with increasing sulfuric acid concentration (Fig. 1). This result suggests that CNT may overestimate $n_{sa}$ with a value of 6.6. Therefore, $n_{sa}$ in diesel exhaust could be very low. Low nucleation exponents indicate there may be other species, such as organic compounds, that also take part in the nucleation process. Paasonen et al. (2010) have modeled different nucleation mechanisms, including organic nucleation mechanisms, for background atmospheric conditions and have observed that they correlate with measurement data better than sulfur-driven nucleation in some cases. Mathis et al. (2004a) have experimentally determined some organic compounds being capable of initiating and increasing or decreasing (depending on the functional groups) nucleation mode particle concentration emitted by a diesel engine.

However, the actual nucleation rate, which is the rate of the formation of new stable molecule clusters (Vehkamäki and Riipinen, 2012), was not able to be measured directly before the launch of, e.g., Airmodus PSM (Vanhanen et al., 2011), due to the small sizes of the clusters. The measurable quantity is the concentration of particles that are large enough for measurement devices, of which the observed nucleation rate can be estimated, from which the observed nucleation exponent can be calculated but not the actual one.

In atmospheric modeling studies, activation- and kinetic-type nucleation rates have been used in the following forms (Sihto et al., 2009; Paasonen et al., 2010):

$$J_{\text{act}} = A[\text{H}_2\text{SO}_4]$$

$$J_{\text{kin}} = K[\text{H}_2\text{SO}_4]^2,$$

where $A$ and $K$ are activation and kinetic coefficients, respectively. The coefficients $A$ and $K$ are currently empirical constants fitted from experimental data in atmospheric modeling studies. Constant coefficients can be satisfactory approximations in atmospheric nucleation experiments, where temperature $T$ and relative humidity RH remain nearly constants. In contrast, $T$ and RH in vehicle exhaust are highly variable during the dilution and cooling process. Laboratory (Mathis et al., 2004b) and on-road studies (Rönkkö et al., 2006) of diesel exhaust particle emissions suggest that $T$ and RH affect the nucleation particle concentration; thus, $T$ and RH are involved in determining the nucleation rate. Therefore, constant coefficients cannot be used in modeling particle formation in vehicle exhaust.

The nucleation term in Eq. (1) is only related to the volatile nucleation mode (subscript: vol) and for different moments it is

$$n_{\text{sa}} = \text{vol} J_{\text{nucl}} J_{\text{vol}},$$

where $J_{\text{nucl}}$ is the nucleation rate and $J_{\text{vol}}$ is the mass of component $i$. The temperature has a decreasing effect on nucleation rate. The temperature dependency has been included through $\text{vol} J_{\text{nucl}}$ due to the exponential temperature dependency of $p_{sa}^0$, which has been found to be the case also for experimentally determined nucleation rates (Wölk and Strey, 2001; Iland et al., 2004). $p_{sa}^0$ is in the denominator because increasing temperature has a decreasing effect on nucleation rate. The dependency of the nucleation rate on RH is included through the water vapor concentration and the nucleation exponent of it ($n_w$) in the same manner as for sulfuric acid. In the case of constant $T$ and RH, the nucleation rate Eq. (6) reduces to a form of Eq. (3) if the nucleation exponent is $n_{sa} = 1$.

“Condensation” in the model is assumed to occur by sulfuric acid, water, and hydrocarbon vapors. The condensation term for sulfuric acid is

$$J_{\text{nucl}} = \frac{k_{n_{sa},n_w}}{p_{sa}^0(T)} [\text{H}_2\text{SO}_4]^{n_{sa}}[\text{H}_2\text{O}]^{n_w},$$

where $k_{n_{sa},n_w}$ is a proportionality constant and $p_{sa}^0$ is the saturation vapor pressure of sulfuric acid that can be found from Kulmala and Laaksonen (1990). This scheme was selected because it is the simplest form of a nucleation scheme where the dependencies of sulfuric acid and water vapors and temperature are included. In this form, the roles of $T$ and RH have been included into nucleation rate by an ad hoc formulation. The temperature dependency has been included through $p_{sa}^0$ due to the exponential temperature dependency of $p_{sa}^0$, which has been found to be the case also for experimentally determined nucleation rates (Wölk and Strey, 2001; Iland et al., 2004). $p_{sa}^0$ is in the denominator because increasing temperature has a decreasing effect on nucleation rate. The dependency of the nucleation rate on RH is included through the water vapor concentration and the nucleation exponent of it ($n_w$) in the same manner as for sulfuric acid. In the case of constant $T$ and RH, the nucleation rate Eq. (6) reduces to a form of Eq. (3) if the nucleation exponent is $n_{sa} = 1$.

![Figure 1](image-url)  
**Figure 1.** Correction factors for nucleation rate obtained from CNT as a function of raw exhaust sulfuric acid vapor concentration. Figure adapted from Olin et al. (2014).
where \( \frac{\partial m_{j, j', sa}}{\partial t} \) is the mass growth rate of a single particle in mode \( j \) of diameter \( d_p \) by sulfuric acid, described in Appendix A, and \( \frac{\partial N}{\partial \ln d_p} \) is the density function of the log-normal distribution. Because water condensation and evaporation are very fast processes for small particles in low RH (Wilck, 1998), modeling them would require a very dense computational grid. Therefore, the water content in the equilibrium state of particles is computed following the approach of Uhrner et al. (2007) but with an additional iterative equilibrium checking procedure described in Appendix A. The condensation term for water becomes

\[
\text{cond}_{j,1,w} = \kappa_j \frac{\partial m_{j, sa}}{\partial t} \frac{\partial N_{j, sa}}{\partial \ln d_p},
\]

where \( \kappa_j \) is a factor for water equilibrium and \( \frac{\partial m_{j, sa}}{\partial t} \) and \( \frac{\partial N_{j, sa}}{\partial \ln d_p} \) are the mass fractions of water and sulfuric acid in a particle that is in water equilibrium. Two immiscible liquid phases are considered in the particles: (1) solution of sulfuric acid and water and (2) a hydrocarbon mixture. The condensation term for hydrocarbons is of the form of Eq. (7) but with an additional factor \( f_{hc} \) considered to be the fraction of hydrocarbons able to condense at temperature \( T \). The phase interactions and the hydrocarbon fraction are described in Appendix A. Due to the decreasing temperature trend in the simulations of the sampling system, no evaporation process is included in the model.

“Coagulation” modeling is based on the model of Whitby and McMurry (1997). Intramodal coagulation of the volatile nucleation mode and intermodal coagulation from the volatile nucleation mode to other modes are modeled (Fig. 2). The modeling of intramodal coagulation of the core and soot modes and intermodal coagulation between them are neglected due to their insignificance and irrelevancy compared to the other coagulation directions.

“Diffusion” is modeled as laminar and turbulent parts. The laminar diffusion coefficient for particles \( D_{p, \text{lam}} \) is expressed with the Stokes–Einstein relation (Hinds, 1999)

\[
D_{p, \text{lam}} = \frac{k_B T C_c(d_p)}{3\pi \mu_f d_p},
\]

where \( k_B \) is the Boltzmann constant, \( C_c \) is the slip correction coefficient (Allen and Raabe, 1985), \( \mu_f \) is the dynamic viscosity of the fluid, and \( d_p \) is the particle diameter. The turbulent diffusion coefficient \( D_t \) is computed as \( D_t = v_t/S_{Sc} \), where \( v_t \) is the kinematic viscosity of the fluid and \( S_{Sc} \) is the turbulent Schmidt number for which the default value of 0.7 is used. The effective diffusion coefficients of the gas species and of particles are \( D_{\phi, \text{eff}} = D_{\phi, \text{lam}} + D_t \). In the Lagrangian model, diffusion is not modeled as in the Eulerian model due to the lack of particle concentration gradients. In the Lagrangian model, diffusion outflux from a path line is seen as dilution of gas species and particles, which is modeled using the following formula:

\[
M_{j,k}(t + \Delta t) = M_{j,k}(t) \frac{\text{DR}(t)}{\text{DR}(t + \Delta t)},
\]

where \( \text{DR} \) denotes the dilution ratio. The dilution profiles are obtained from the CFD simulation. However, the diffusion influx to the path line from the surrounding areas cannot be modeled with the Lagrangian model due to lower dimensionality.

“Deposition” onto the surfaces is assumed to occur only due to diffusion, because thermophoresis was found to have only a minor role on deposition due to low thermal gradients. Deposition is modeled by setting all moments to 0 on the walls.

3 Simulation setup

3.1 Simulated experiments

To demonstrate the applicability of the CFD-TUTEAM, we applied it to a laboratory sampling system for which data have already been published by Arnold et al. (2012) and Rönkkö et al. (2013). These experiments were chosen due to the availability of simultaneous measurements of particle number concentration, size distributions, and gas-phase sulfuric acid concentrations. The experiments were performed at the engine dynamometer for a heavy-duty diesel engine. The exhaust sampling was performed with a modified partial flow sampling system (Ntziachristos et al., 2004) seen in
Fig. 3. The part of the measurement setup relevant for the simulations. The computational domain consists of a PTD and an aging chamber only due to an approximation that the ejector diluter has a minor effect only on the particle distribution.

In both measurements (Arnold et al., 2012; Rönkkö et al., 2013), sulfuric acid vapor concentration before the sampling system and particle distribution after the sampling system were measured. Both measurements were performed with the same engine with nearly the same measurement system. In the simulated measurements of Arnold et al. (2012) (indexed by A) fuel sulfur content was 6 ppm, but in the measurements of Rönkkö et al. (2013) (indexed by R) it was 36 ppm. The engine was equipped with a diesel oxidation catalyst (DOC) in both measurements, but there was a diesel particle filter (DPF) in case A and a partial diesel particle filter (pDPF) in case R. A DPF reduces the number of solid particles significantly more than a pDPF. Therefore, the main differences between the results of these two experiments were slightly higher (~ 50% in maximum sulfuric acid cases) sulfuric acid concentrations in the R case and the existence of solid particles in the R case.

The measurements performed with 100% engine load of the steady driving mode were simulated. All the operation parameters remained constant during the measurement points, but the sulfuric acid vapor concentration increased slowly while the time elapsed due to the unsteadiness of the storage effect of the after-treatment system (Arnold et al., 2012; Rönkkö et al., 2013). As the sulfuric acid vapor concentration was increasing, the volatile nucleation mode concentration was also increasing.

3.2 Computational domain

The sampling system seen in Fig. 3 consists of a PTD, an aging chamber, and an ejector diluter. Ejector diluters are used to stop the aerosol processes that alter the particle distribution and to obtain the conditions of the sample required for measurement devices. According to the measurements of Lyyränen et al. (2004) and Giechaskiel et al. (2009), an ejector diluter has only a minor effect on the nucleation mode particle concentration. Therefore, particle distribution at the outlet of aging chamber can be considered the measured particle distribution, though the measurements were done after the ejector diluter in reality. The computational domain for the simulations (Fig. 4) was selected to consist of the PTD and the aging chamber only.

The domain was divided into ~ 0.5 million computational cells, of which the major part was located inside the PTD where the smallest cells are needed due to the highest gradients. The smallest cells were 5 µm in side lengths and were located in the beginning of the porous section, where the hot exhaust and the cold dilution air meet.

Internal fluid was modeled as a mixture of air, water vapor, sulfuric acid vapor, and the hydrocarbon mixture. Particle scalars were also within the internal fluid but were not connected to the fluid properties. The external fluid was modeled as air, the insulation zone as wool, and the solid zones of the PTD and the aging chamber as steel.
might condense on the cooled inner walls of the sampling and cold dilution air are mixed. Hence, sulfuric acid vapor temperatures higher near the boundary where the hot exhaust plugging pipe of the PTD would be lower and the dilution air simulation. We estimate that exhaust temperatures in the sampler and due to the requirement for a three-dimensional simulation due to the porousness of the dilution air inlet boundary. This would have increased the complexity of the simulation due to the porosity of the diluter and due to the requirement for a three-dimensional simulation. We estimate that exhaust temperatures in the sampling pipe of the PTD would be lower and the dilution air temperatures higher near the boundary where the hot exhaust and cold dilution air are mixed. Hence, sulfuric acid vapor might condense on the cooled inner walls of the sampling pipe of the PTD. A saturation ratio of more than unity for hydrocarbons was calculated as a fraction of condensing hydrocarbons $f_{\text{hc}}$ described in Appendix A. All particles were modeled as depositing; thus, all moments were set to 0 on the walls.

For the volatile nucleation mode, $GSD_{\text{vol}}$ was varied between 1 and 2 to ensure it remaining in a reasonable range. Nucleation produces a monodisperse particle distribution, for which $GSD = 1$ when a constant cluster size is used. The measured values of $GSD_{\text{vol}}$ after the aging chamber were in the range of between 1.2 and 1.3. For the core and soot modes, constant values $GSD_{\text{core}} = \sim 1.13$ and $GSD_{\text{soot}} = 2.16$ were used, corresponding to measured values. Hence, the surface moments for the core and soot modes could be omitted from the model. The core mode was initially a solid particle ($CM_{\text{core}} = 10 \text{ nm}$) distribution, onto which vapors could condense and which are coagulated with volatile nucleation mode particles. The soot mode was modeled as a distribution of spherical particles with a constant $CM_{\text{soot}}$ of 49 nm, which is the measured $CM$ of the mobility diameter of soot particles. The reasoning behind using a constant value was due to the assumption, based on measurements, that soot particles do not grow by condensation, but instead vapors condense into the empty spaces of the fractal particles (Lemmetty et al., 2008). Therefore, the mobility diameter remains constant, but the effective density increases. The value of $\rho_{\text{soot}} = 380 \text{ kg m}^{-3}$ was used as the effective density of a dry soot particle (Virtanen et al., 2002), assuming 49 nm particle with the fractal dimension of 2.5 and the primary particle diameter of 5 nm. The validity of the assumption was tested by calculating the mobility diameter in the case where condensation is most dominant: if all the empty spaces of the fractal particles were filled with the condensing vapors and the coagulation from the volatile nucleation mode were taken into account, $CM_{\text{soot}}$ would increase to the value of about 60 nm in maximum. Therefore, the assumption that $CM_{\text{soot}}$ remains as the value of 49 nm could be a valid approximation.

Due to steady-state simulations, all governing equations were Reynolds-averaged, i.e., time-averaged. The averaging of the momentum transport equations causes additional terms, called Reynolds stresses, to appear. Turbulence models are used to model the Reynolds stresses, but the calibration of the turbulence models has been done with experimental data, and the calibration may not be suitable in cases.

### 3.3 Boundary conditions and simulation parameters

The boundary conditions are described in Table 1. Eight cases from Rönkkö et al. (2013) measurements and nine cases from Arnold et al. (2012) measurements with different sulfuric acid vapor mole fractions were simulated. For R cases, nonvolatile nucleation mode (core mode, subscript: core) and soot mode (subscript: soot) concentrations vary depending on the case. For A cases, core and soot modes were not observed, and they were therefore omitted from the simulations. Other parameters remained nearly constants in different cases.

The water vapor mole fraction in exhaust was calculated from combustion reaction stoichiometry and with a lambda value (the fraction of injected air mass compared to the air mass required for the stoichiometric combustion) of 1.54. The water vapor concentration in dilution air was obtained by assuming that dilution air RH was 10%. RH was not measured, but RH = 10% can be considered an upper limit, because the pressure of the compressed air (maximum RH is 100%) used for the dilution air was 10 bar. Total hydrocarbon mole fractions (except the most volatile hydrocarbons) in the raw exhaust were set to values that produce the measured volatile nucleation mode particle sizes (the diameter of a particle with the average volume) at the outlet.

Deposition was implemented in the CFD model by setting the mole fraction for a depositing vapor at the boundary to 0; for non-depositing vapor, a zero flux at the boundary was implemented. A vapor was considered depositing when its saturation ratio exceeded unity near the boundary and non-depositing otherwise. For sulfuric acid vapor, saturation never exceeded unity in these simulations; hence the zero flux assumption was always used. In reality, dilution air cools the PTD; however, the cooling was not simulated because it would require the modeling of the dilution air outside the dilution air inlet boundary. This would have increased the complexity of the simulation due to the porousness of the diluter and due to the requirement for a three-dimensional simulation. We estimate that exhaust temperatures in the sampling pipe of the PTD would be lower and the dilution air temperatures higher near the boundary where the hot exhaust and cold dilution air are mixed. Hence, sulfuric acid vapor might condense on the cooled inner walls of the sampling pipe of the PTD.
with different geometries, fluid mixture, and boundary conditions. In this case, shear-stress-transport–k–ω with low-Re correction (ANSYS, 2011) was used as a turbulence model. It produced the most reliable results of the available turbulence models using Reynolds stresses based on the pressure drop in the porous section. The modeled turbulence levels have, however, a high influence on the results, mainly on the deposition rates: an overestimated turbulence level will overestimate deposition rates and the output particle concentrations will, therefore, be underestimated. Particle concentration measurements in both boundaries of the simulation domain would have provided advantageous information on validating the turbulence model for this case, but that kind of measurement has not yet been done. Enhanced turbulence models, such as large eddy simulation or direct numerical simulation, could produce more reliable results, but the computational cost of them is significantly higher compared to Reynolds stress models.

All cases were simulated with two nucleation exponents for sulfuric acid vapor: \( n_{\text{sa}} = 0.25 \) and \( n_{\text{sa}} = 1 \). Relatively low nucleation exponents were chosen due to our previous findings (Olin et al., 2014), implying that the nucleation exponents obtained from CNT are too high. The nucleation exponent for water vapor \( n_{w} \) was assumed to be unity in all cases due to the lack of detailed information specifying otherwise. Thus, the nucleation rates used were the following:

\[
J = \frac{5.01 \times 10^{-15} \text{Pa cm}^{0.75} \text{s}^{-1}}{p_{\text{sa}}^{0.25}(T)} \left[\text{H}_{2}\text{SO}_{4}\right]^{0.25} \left[\text{H}_{2}\text{O}\right],
\]

(11)

\[
J = \frac{7.63 \times 10^{-23} \text{Pa cm}^{3} \text{s}^{-1}}{p_{\text{sa}}^{0.3}(T)} \left[\text{H}_{2}\text{SO}_{4}\right] \left[\text{H}_{2}\text{O}\right],
\]

(12)

where the units are cm\(^{-3}\) s\(^{-1}\), Pa, and cm\(^{-3}\) for nucleation rate, vapor pressure, and vapor concentrations, respectively. The proportionality constants were chosen by fitting the simulated particle concentrations with the measured ones. According to the first nucleation theorem (Kashchiev, 1982), the composition of the critical cluster is connected to the nucleation exponents. However, the composition of newly formed particles did not follow the first nucleation theorem in this case, because, firstly, nucleation exponents lower than unity would lead to a cluster containing an indiscrete amount of molecules. Secondly, the critical cluster composition and nucleation exponents have recently been found to be unconnected (Kupiainen-Määttä et al., 2014). Therefore, we chose to define the newly formed particle as a particle with a diameter of 1.5 nm, which is a relevant size of a particle from which atmospheric aerosol formation starts (Kulmala et al., 2007). However, the atmospherically relevant size may not be simply transferred to the clearly different conditions (such as temperature and vapor concentrations) prevailing in vehicle exhaust, but it is used here due to a lack of detailed information on that. A particle of the estimated size would need to contain 15 sulfuric acid and 20 water molecules to remain in water equilibrium in temperature of 100 °C and RH of 10%.

Hence, the cluster formed by nucleation had the following masses of the components:

\[
m_{\text{sa}}^{*} = 15 \times \frac{98.079 \text{ g mol}^{-1}}{N_{A}}
\]

\[
m_{w}^{*} = 20 \times \frac{18.015 \text{ g mol}^{-1}}{N_{A}},
\]

(13)

where \( N_{A} \) is the Avogadro constant.

4 Results and discussion

4.1 Spatial examination of particle formation in the sampling system

Figures 5 and 6 show that nucleation begins at the boundary where the hot exhaust and the cold dilution air meet. With a higher nucleation exponent \( n_{\text{sa}} \), the nucleation rate reaches higher maximum values, but it also diminishes faster. This can be seen clearer from Fig. 7, where the nucleation rate with the nucleation exponent of unity also has a higher maximum on the axis and decreases faster compared to the nucleation exponent of 0.25. Due to low nucleation exponents and
Figure 7. Temperature and nucleation rate at the axis when there is $[\text{H}_2\text{SO}_4] = 1.47 \times 10^{11} \text{ cm}^{-3}$ in raw exhaust of R case with different nucleation exponents.

Figure 8. The volatile nucleation mode concentration in the aging chamber region when there is $[\text{H}_2\text{SO}_4] = 1.47 \times 10^{11} \text{ cm}^{-3}$ in raw exhaust of R case with $n_{sa} = 0.25$. The figure is scaled vertically with a factor of 10.

In R cases, the volatile nucleation mode number concentration was decreased by 3–9 % due to coagulation, depending on the case. Cases with the smallest particles had the highest coagulation losses due to higher coagulation coefficients. Coagulation to the soot mode contributed over 70 % of the total coagulation loss. Deposition onto the inner surfaces of the PTD and the aging chamber decreased the volatile nucleation mode concentration by 8–14 %, depending on the case. Cases with the smallest particles had also the highest deposition losses due to the increased diffusion coefficient. About 25 % of core and soot particles were deposited. The fraction of the deposited particles was lower for the volatile nucleation mode, because the major depositing region is the expander at the beginning of the aging chamber (due to increased turbulence), where only a small fraction of all volatile nucleation mode particles had been formed already.

Figures 9 and 10 present CMD for the volatile and non-volatile nucleation modes in the aging chamber region. Values of CMD$_{vol}$ are about 1 nm lower than measured (Fig. 11), because modeled GSD$_{vol}$ values are higher (around 1.5) than measured (below 1.3). The error is probably caused by the simultaneous nucleation and condensation processes, which both affect the volatile nucleation mode distribution that is modeled as log-normal in this model. In reality, the distribution will not remain log-normal when nucleation and condensation occur simultaneously.

Modeled values of CMD$_{core}$ are about 4 nm higher than measured. This could be due to overestimated dry solid core particle size or overestimated condensation to the nonvolatile nucleation mode. The particle distribution was not, however, measured after the aging chamber but after the ejector diluter, which was omitted from the model. Because particle sizes can, in principle, also increase in the ejector diluter, the measured CMD$_{core}$ values might be slightly lower if the measurement was done before the ejector diluter. In that case, the measured CMD$_{vol}$ values would be decreased more than CMD$_{core}$ values due to smaller particle size because of the inversely proportionality of the growth rate to the particle size. Therefore, modeled values for the both CMD might be overestimated, and thus scaling of the hydrocarbon amount could...
reduce the discrepancy between the modeled and the measured values.

The required hydrocarbon vapor amount is also shown in Fig. 11, from which it can be seen that an increased amount of hydrocarbon vapors was required with increasing sulfuric acid vapor concentration. This corresponds with the observation of Arnold et al. (2012): the amount of acidic vapors other than sulfuric acid correlates with the amount of sulfuric acid vapor. Due to increased amount of low-volatile hydrocarbon vapors, the fraction of condensing hydrocarbon vapors would be increased; however, because the change of the composition of hydrocarbon mixture was not modeled, higher total hydrocarbon vapor amount was required. For A cases, a constant value of 3 ppmC\textsubscript{1} was used for hydrocarbon vapor amount, which produced CMD\textsubscript{vol} values between 4.8 and 5.2 nm.

In A cases with n\textsubscript{sa} = 1, only 0.5–4% of sulfuric acid vapor condensed onto the particle phase (Table 2), but in R cases with n\textsubscript{sa} = 0.25 about 80% condensed. The difference is caused by the condensation sinks of solid particles, mainly due to the soot mode. Table 3 shows the composition of the liquid-phase compounds present in the particles, which are in agreement with the results of Pirjola et al. (2015) with the exception of the water content, which is approximately the half of the water content in the results of Pirjola et al. (2015). Hydrocarbons dominate the particle mass in the cases of lower raw exhaust sulfuric acid vapor concentrations. Table 3 also shows the maximum saturation vapor pressures of the hydrocarbons that are condensed onto the particle phase. The values correspond to low-volatile or semi-volatile organic compounds.

In reality, the shape of the region of highest nucleation rates would be different and probably transferred towards the inner wall of the sampling pipe of the PTD due to the cooling of exhaust gas by dilution air, which was not modeled. DBP nucleation simulations of Pyykönem et al. (2007) show that nucleation occurs in two regions: (1) right before the perforated section and (2) during the perforated section. If nucleation exponents are higher in reality, nucleation rate will diminish steeply in the PTD region; therefore, the major part of nucleation would occur in the PTD region. This could be examined by measuring particle concentrations inside the aging chamber or with aging chambers of different lengths. When the major part of nucleation occurs in the aging chamber, it is not obvious that the nucleation process will be quenched inside the secondary dilution. The position of nucleation region is also dependent on the effects of T and RH, but they cannot be observed from these simulations. Further investigations in which T and RH are varied and particle concentrations measured are required to examine these effects.

### 4.2 Comparison between Eulerian and Lagrangian models

A simulation performed by the Eulerian model of A case with raw exhaust sulfuric acid vapor concentration of 4.6 × 10\textsuperscript{10} cm\textsuperscript{-3} and with the nucleation exponent n\textsubscript{sa} = 1 was modeled with the Lagrangian model as well. The simulations were done for two path lines shown in Fig. 7. Temperature, gas species concentrations, and particle dilution profiles as a function of time were exported from the Eulerian CFD model on the path lines. The blue path begins near the inner wall of the sampling tube and the red path near the axis. Due to cylindrical symmetry, the blue path has a higher relevance on the output particle flux compared to the red path. Both lines have a total residence time of about 1.6 s. The time domain was divided into 10\textsuperscript{6} time steps, resulting in a much higher resolution compared to the Eulerian simulation, in which the paths pass through 6000–8000 computational cells.

Figure 12 shows the nucleation rates and the particle concentrations along the path lines. The nucleation rate on the blue path develops slower than on the red path. That is because the blue path travels near the wall, and thus the velocity is lower due to friction. To reach the mixing region 21 ms is required, which is a longer time than for the red path (7 ms).

### Table 2. Modeled proportions of sulfuric acid existing in different modes and remaining in the gas phase (%) at the end of the aging chamber.

<table>
<thead>
<tr>
<th>Mode</th>
<th>A, n\textsubscript{sa} = 1</th>
<th>R, n\textsubscript{sa} = 0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vol</td>
<td>0.5–4</td>
<td>0.2–4</td>
</tr>
<tr>
<td>Soot</td>
<td>–</td>
<td>72–74</td>
</tr>
<tr>
<td>Core</td>
<td>–</td>
<td>1.3–4.5</td>
</tr>
<tr>
<td>Gas</td>
<td>96–99.5</td>
<td>19–22</td>
</tr>
</tbody>
</table>

Figure 11. Measured and simulated CMD\textsubscript{vol} and CMD\textsubscript{core} and hydrocarbon vapor amount in raw exhaust as a function of raw exhaust sulfuric acid vapor concentration in R cases. Measurement data are obtained from Rönkkö et al. (2013).
Table 3. Particle liquid part composition (mass %) and the maximum saturation vapor pressures of hydrocarbons at the end of the aging chamber.

<table>
<thead>
<tr>
<th>Mode</th>
<th>A, $n_{sa} = 1$</th>
<th>R, $n_{sa} = 0.25$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>sa  w  hc</td>
<td>sa  w  hc</td>
</tr>
<tr>
<td>Vol</td>
<td>2.4–14 0.5–8 77–97</td>
<td>0.6–9.4 0.14–6.2 84–99</td>
</tr>
<tr>
<td>Soot</td>
<td>– – –</td>
<td>0.6–16 0.17–4.7 79–99</td>
</tr>
<tr>
<td>Core</td>
<td>– – –</td>
<td>0.4–11 0.62–7.3 82–99</td>
</tr>
</tbody>
</table>

$P_{hc}^V(298\, \text{K}) < 5 \times 10^{-7}\, \text{Pa}$

Figure 12. Nucleation rate and particle concentration as a function of time on the path lines. Nucleation rate profiles are the same in both simulations. Note the different timescales; the left plots show the very beginning of the curves as zoomed.

devlops closer to the start, because it is nearer to the boundary where the hot exhaust and the cold dilution air meet, and the nucleation rate has the highest values. For the times when the path lines are inside the mixing region, some fluctuations in the nucleation rate and in the particle concentration are seen, especially on the blue path. The fluctuations are caused by transition from the laminar exhaust flow to a turbulent flow as the dilution air accelerates the flow. The fluctuation of variables can be seen also in Figs. 5 and 6 at the end of the porous section.

Comparing the particle concentrations between the Eulerian and the Lagrangian simulations, it can be observed that the concentrations in the Eulerian simulations are higher in the beginning. That is caused by the diffusion influx of the particles from the surrounding areas of a path, which cannot be modeled with the Lagrangian model but is modeled in the Eulerian model. The region where the particle concentration jumps rapidly to a high level is the expander region of the aging chamber. The diffusion influx to the paths in that region can be seen in Fig. 13, which shows the particle concentration in the case where turbulent diffusion has been omitted. Omitting turbulent diffusion shows that a high particle concentration is formed in the expander due to a lower flow velocity in that section, which corresponds to a higher residence time. Because the Lagrangian model cannot model the diffusion influx from the high concentration area, the particle concentration remains lower in the model. When turbulent diffusion is modeled, high turbulence in the expander region transfers particles in all directions, which is seen as flattened particle concentration fields as seen in Fig. 8.

The concentrations at the ends of all the paths are, however, almost the same, except for 20% lower values in the Lagrangian simulation. The concentrations develop nearly to the same values because the major part of the nucleation occurs in the aging chamber where the paths experience almost the same nucleation rates.

It can be seen from Fig. 14 that some fluctuations exist in CMD and GSD values in the Eulerian simulation as in the case of nucleation rate and particle concentration. The same time delay of the values on the blue path as for the nucleation rate can also be seen for CMD and GSD values. The jumps to higher values of CMD and GSD in the Eulerian simulation are also caused by the diffusion influx from the expander region. Figure 15 presents CMD for the case of no turbulent diffusion. Due to a higher residence time in the expander region, particles grow larger; hence, a flow of larger particles by diffusion from the expander region to the path line area.
occurs. Adding larger particles rapidly to the initial particle distribution formed by nucleation causes rapidly increasing CMD and GSD values. At the end, all GSD values approach nearly the same value, but CMD values appear to be about 0.5 nm lower in the Lagrangian simulation during the whole time domain.

Although the behavior of the Eulerian model during the fluctuating flow is not very smooth, the model is capable of approaching realistic values after that region. The fluctuation behavior can probably be smoothed by increasing the spatial resolution in that region. However, the values at the inlet and the outlet are of the main interest in this study; therefore, as the modeled outlet values for both models are approximately the same, the spatial resolution may be sufficient.

The Lagrangian model appears to produce almost equal results compared to the Eulerian model, when the output particle distribution is of interest only, despite the path line chosen for the simulation. However, in the inner areas of the sampling system, the Lagrangian model may produce unrealistic results if diffusion fluxes have strong effects on the particle distribution, which is especially seen in a turbulent flow. The Lagrangian model can be executed with very high time resolution without being computationally expensive. However, it requires cooling and dilution profiles obtained from the CFD model, if proper results are required. Additionally, the coupling of the fluid species with the aerosol dynamics is required to be modeled when the aerosol processes are limited by the vapor concentrations, not by time. Conversely, the Eulerian model can produce more detailed spatial information compared to the Lagrangian model, and the diffusion is also included in simulations. However, it is computationally more expensive and, therefore, the spatial resolution may remain too low to be able to produce realistic results when the same computational effort as for the Lagrangian model is considered.

4.3 Dependence of volatile nucleation mode concentration on sulfuric acid vapor concentration

It can be seen from Fig. 16 that the nucleation exponent \( n_{sa} = 0.25 \) fits better for R cases and the nucleation exponent \( n_{sa} = 1 \) better for A cases. The nucleation exponent 0.25 could also fit to A cases equally well in the sulfuric acid vapor concentration range between \( 2 \times 10^{10} \) and \( 3 \times 10^{11} \) cm\(^{-3} \). For R cases, there is also one measurement point with the lowest vapor concentration that fits well with the nucleation exponent 1.

However, particle concentrations in A cases may have been underestimated because of very low particle sizes (CMD \( \approx 4 \) nm) for which detection efficiency for particle measurement devices is low. The effect of the detection efficiency was tested by multiplying the modeled particle distributions by the detection efficiency curve for the particle counter TSI CPC 3025 used in the measurements. The detection efficiency curve is defined by Mordas et al. (2008) for the same CPC model but for silver particles. The calculated detected particle number concentration is shown in Fig. 16 with gray lines. This decreased the particle concentrations and increased the slopes of the particle concentration very slightly compared to the modeled total particle concentrations. The increase of the slopes is obviously not enough for the nucleation exponent 0.25 to fit in all A cases. However, detailed particle size data from A measurements are not available, but they range between 4 and 5.5 nm (Arnold et al., 2012). Additionally, particle losses inside the particle measurement setup and devices increase with decreasing particle size, which can affect the slopes also.

The nucleation exponent \( n_{sa} \) can be estimated directly from the measurement data through the slope of \( N_{vol} \) vs. \( [H_2SO_4] \), which are also 0.25 and 1. It is not always possible to estimate the nucleation exponent in this manner because particle number concentration is dependent not only on nucleation rate but on other aerosol processes too. Con-
densation and coagulation sinks have effects on the number concentration, especially for the case where soot particles exist, due to increased sinks. In these cases, the sinks resulting from solid particles were not sufficient to cause the slope to differ from the nucleation exponent, although about 77 % of sulfuric acid vapor was condensed onto the solid particles. The effect of the sinks can be seen by comparing the particle number concentration levels in Fig. 16, where R cases have lower values compared to A cases. However, the soot particle sinks may be underestimated, because soot particles were modeled as spherical particles which have different surface areas compared to fractal particles.

For our cases, the nucleation exponents \( n_{sa} \) between 0.25 and 1 seem to produce the best results. Due to low nucleation exponents, especially when they are below unity when the nucleated cluster would have less than one sulfuric acid monomer according to the first nucleation theorem, it is probable that there are other compounds accounting in the nucleation process. Such other compounds could be, e.g., low-volatile hydrocarbon vapors because they are also found in the particles. More realistic nucleation exponents may be obtained if a separate nucleation mechanism for hydrocarbon nucleation is modeled, e.g., the equation

\[
J = K_1[H_2SO_4]^2 + K_2[H_2SO_4][org],
\]

where [org] is some organics accounting in nucleation, has provided the most reliable results compared to BHN, activation, or kinetic nucleation (Pirjola et al., 2015). Highly oxidized biogenic organic vapors are also found to have an effect on nucleation rate in atmospheric research of Riccobono et al. (2014). Validating attempts to model organic nucleation in vehicle exhaust would need both sulfuric acid vapor and comprehensive hydrocarbon measurements in raw exhaust with particle distribution measurements.

The reason for different nucleation exponents between A and R cases is not obvious, and further research is required to examine that. The difference could be accounted for by different sulfuric acid vapor concentration ranges, different particle size ranges, or another reason that cannot be seen from the measurements or the simulations studied here. Sulfuric acid vapor concentration range could cause the difference if the nucleation exponent were dependent on the sulfuric acid vapor concentration in a way that the nucleation exponent decreases with increasing sulfuric acid vapor concentration, which is actually seen in CNT. Different particle size range could explain the difference due to decreased counting efficiency with decreasing particle size; particle sizes were lower in A cases compared to R cases.

5 Conclusions

The CFD-TUTEAM model was used to simulate the particle formation process in a laboratory-scale diesel exhaust sampling system, consisting of a porous tube-type diluter and an aging chamber. Eulerian- and Lagrangian-type sub-models were used, and both models produced almost the same particle distributions at the outlet of the aging chamber, but it was seen that the Lagrangian model may not produce realistic results in the inner areas of the sampling system. The Lagrangian model is computationally less expensive compared to the Eulerian model; thus, it can be modeled with a higher temporal resolution with the same computational cost. However, cooling and dilution profiles from the Eulerian model are required as inputs for the Lagrangian model. Conversely, the Eulerian model produced more detailed spatial information inside the sampling system, and it includes diffusion modeling. The main advantage of the modal aerosol model is that it can be used to examine particle formation spatially with lower computational cost compared to sectional aerosol models. The drawback of it relates to the assumption that the particle distributions remain log-normal, which is not true, especially when nucleation and condensation occur simultaneously.

The highest nucleation rates were found to exist in the region where hot exhaust and cold dilution air encounter. However, due to low dilution ratio and low nucleation exponents, the nucleation rate remains high in the aging chamber where the dilution process is already finished. Hence, the major part (over 99%) of the volatile nucleation mode particles was formed in the aging chamber. With a higher nucleation exponent, the nucleation rate would diminish more steeply in the dilution region; thus, the major part of nucleation would occur in the diluter. Additional experimental data for examining the nucleation exponent could be obtained by measuring particle concentrations inside the aging chamber or with aging chambers of different lengths. If nucleation exponents are
low in reality, the major part of nucleation will occur in the aging chamber; therefore, it is not obvious that the nucleation process will be quenched inside the secondary dilution.

The nucleation exponents for sulfuric acid vapor in the range from 0.25 to 1 appeared to fit best with the measurement data, according to the simulations. In this range of condensation and coagulation sinks resulting from solid particles, the nucleation exponents can be estimated directly from the measurement data through the slope of the volatile nucleation mode number concentration vs. the raw exhaust sulfuric acid vapor concentration. Due to the nucleation exponents below unity, it is probable that there are other compounds, such as organics, affecting the nucleation rate. The reason for different nucleation exponents between the cases is not obvious, and further research is required to examine that.

According to the simulations, the major part of deposition occurs in the region of the expander of the aging chamber. Turbulence increases in the expander, which increases the effective diffusion coefficient; therefore, deposition rate increases. The expander had higher influence on the core and soot mode compared to the volatile nucleation mode, because the major part of the volatile nucleation mode particles was formed after the expander.
Appendix A: Detailed description of condensation modeling

A1 Mass growth rate equation

Modeled particle diameters range from a molecule diameter to below 1 µm. This range participates in free-molecular, transition, and continuum regions. The Fuchs–Sutugin correction factor \( \beta_i \) (Seinfeld and Pandis, 2006) in the growth rate equation allows smooth behavior of condensation in all the regions. Especially for hydrocarbons, the growth rate calculation requires the molecule diameter \( d_i \) with very small particles, which is included in the equation as \( (d_p + d_i) \) (Lehtinen and Kulmala, 2003).

The mass growth rate of a single particle in mode \( j \) by a condensing vapor \( i \) becomes

\[
\frac{\partial m_{p,j,i}}{\partial t} = \frac{2 \pi m_i}{k_B T} (d_p + d_i) \beta_i (D_{p,\text{lam}} + D_{i,\text{lam}}) \times (p_i - p_{i,p}), \quad \text{(A1)}
\]

where \( m_i, D_{i,\text{lam}}, p_i, \) and \( p_{i,p} \) are the molecule mass, diffusion coefficient, partial pressure, and vapor pressure on the particle surface of a vapor \( i \), respectively. For water and sulfuric acid vapors, \( p_{i,p} \) is calculated by

\[
p_{i,p} = A_{\text{sa-w}} A_p \Gamma_i K_i p_i \sigma, \quad \text{(A2)}
\]

where \( A_{\text{sa-w}} \) is the surface area of sa-w phase in a particle, and \( A_p \) is the surface area of the whole particle. \( \Gamma_i, K_i, \) and \( p_i \sigma \) are activity (Taleb et al., 1996). Kelvin factor, and saturation vapor pressure of vapor \( i \). For hydrocarbon vapors, the last term of Eq. (A1) is computed as

\[
(p_i - p_{i,p}) = f_{\text{hc}} p_{\text{hc}}. \quad \text{(A3)}
\]

Kelvin factor for water and sulfuric acid is calculated by

\[
K_i = \exp \left( \frac{4 \pi m_i}{k_B T \rho_{\text{sa-w}} d_p} \right), \quad \text{(A4)}
\]

where \( \sigma_{\text{sa-w}} \) and \( \rho_{\text{sa-w}} \) are surface tension (Vehkamäki et al., 2003) and density (Vehkamäki et al., 2002) of sa-w solution.

A2 Phase interactions

Liquid parts in particles are considered two immiscible phases: sulfuric-acid–water phase (sa-w) and hydrocarbon (hc) phase. The phase with lower volume fraction is assumed to form a lens on the surface of the other phase (Ziemann and McMurry, 1998) as shown in Fig. 2. The surface area of the whole particle, \( A_p \), is considered the area onto which condensation occurs, regardless of the particle composition. However, e.g., sulfuric acid does not evaporate from a particle from the area of hc phase. Therefore, the fraction \( \frac{A_{\text{sa-w}}}{A_p} \) is used in Eq. (A2). The fraction can be obtained from geometrical calculations, and the following fitting functions are used for it:

\[
\frac{A_{\text{minor}}}{A_p} = 0.237 \left( \frac{V_{\text{minor}}}{V_p} \right) + 0.539 \left( \frac{V_{\text{minor}}}{V_p} \right)^{1/2} \quad \text{(A5)}
\]

for the volatile nucleation mode. Subscript minor presents the phase with the minority of the volume \( V \) in the particle. For the core mode, the fraction is

\[
\frac{A_{\text{minor}}}{A_p} = 0.237 \left[ \frac{V_{\text{minor}}}{V_p} \left( 1 - d^3 \right) \right]^{1/2} + 0.539 \left[ \frac{V_{\text{minor}}}{V_p} \left( 1 - d^3 \right) \right]^{1/2} \quad \text{(A6)}
\]

if

\[
\frac{V_{\text{minor}}}{V_p} < \left( 1 - d' \right)^2 \left( 2 + d' \right) \quad \text{(A7)}
\]

and

\[
\frac{A_{\text{minor}}}{A_p} = \left( 0.336 d^1.602 + 0.667 \right) \left( \frac{V_{\text{minor}}}{V_p} \right) - 0.168 d^1.602 + 0.167 \quad \text{(A8)}
\]

otherwise. In the equation, \( d' = \frac{d_{\text{core}}}{d_p} \), where \( d_{\text{core}} \) denotes the solid core diameter in the nonvolatile nucleation mode particle. Due to more complex geometry of soot particles, a constant value of unity, as an approximation, for the fraction is used for the soot mode.

A3 Fraction of condensing hydrocarbons

Due to a wide range of different hydrocarbons in diesel exhaust, it is not reasonable to model them all. A new method to model hydrocarbons is implemented in the model. According to Donahue et al. (2006), hydrocarbons in diesel exhaust can be partitioned to bins with different volatilities. Hydrocarbons with partial pressure higher than corresponding vapor pressure on the particle are considered the condensing hydrocarbon vapor fraction. These hydrocarbons satisfy the equation

\[
p_{\text{hc}} > A_{\text{hc}} A_p \Gamma_{\text{hc}} p_{\text{hc}} \sigma (T), \quad \text{(A9)}
\]

where Kelvin factor calculation is neglected due to a wide range of the properties of different hydrocarbons. Unity is used as a value for activity of hydrocarbons \( \Gamma_{\text{hc}} \).

Assuming the diesel exhaust organic aerosol volatility distribution measured by May et al. (2013), with a temperature \( T \) in Kelvins and partial pressure of total hydrocarbons \( p_{\text{hc}} \) in Pascals, the mass fraction of

\[
f_{\text{hc}} (p_{\text{hc}}, T) = \left[ 1 + p_{\text{hc}}^{-0.7} \exp \left( -\frac{5457}{T} + 11.83 \right) \right]^{-1} \quad \text{(A10)}
\]
of hydrocarbons satisfies Eq. (A9). The volatility distribution is measured from the aerosol phase, but it is used here as the volatility distribution of the gas phase due to the lack of such a distribution. The side of the lowest volatilities of the distribution is, however, approximately equal for the gas-phase distribution too (Donahue et al., 2006). Therefore, Eq. (A10) is valid only when \( f_{hc} \lesssim 0.5 \). In this study, \( f_{hc} \) is always below 0.4. Modeled hydrocarbons exclude volatile organic compounds because they are not present in the aerosol phase volatility distribution. However, during the condensation process, the hydrocarbon distribution is changed due to the assumption that condensation consumes hydrocarbon vapors with the highest saturation ratios first. Therefore, the fraction of condensable hydrocarbon vapors is decreasing during the condensation process. This is included in the model by subtracting the fraction of already condensed hydrocarbon vapors \( f_{hc,\text{cond}} \) from Eq. (A10), and it is defined as

\[
f_{hc,\text{cond}} = \frac{\sum M_{j,1,\text{hc}}}{\sum M_{j,1,\text{hc}} + C_{\text{hc}}},
\]

where \( C_{\text{hc}} \) is the mass concentration of hydrocarbon mixture remaining in the gas phase.

The properties of tetracosane (C\(_{24}\)H\(_{50}\)) are used as the properties of hydrocarbon mixture because 24 is the average carbon chain length of the alkanes in the diesel exhaust particles, according to Schauer et al. (1999). The mass fraction of condensable hydrocarbon vapors is used instead of the mole fraction because the hydrocarbon mixture is modeled as the average carbon chain and the condensation rate is modeled as mass basis.

### A4 Water equilibrium computation procedure

A particle in water equilibrium is defined as a particle onto which no condensation occurs and from which no evaporation of water vapor occurs. Therefore, the following equation is satisfied:

\[
\text{RH} = \frac{A_{\text{sl-w}}}{A_{p}} (T, Y_{\text{eq}}) \Gamma_w (T, Y_{\text{eq}}) K_w (T, Y_{\text{eq}}, d_p),
\]

where \( Y_{\text{eq}} \) denotes the particle composition in water equilibrium.

The factor for water equilibrium \( \kappa_j \) in Eq. (8) is altered after every iteration of CFD software until the volatile and nonvolatile nucleation mode particles in the whole computational domain are in water equilibrium. Ensuring water equilibrium is performed by checking that the particles satisfy Eq. (A12). Initially \( \kappa_j = 1 \); thus, the composition \( Y_{\text{eq}} \) solved from Eq. (A12) is as an initial guess for the iterative procedure of water equilibrium.

For the Lagrangian model, water equilibrium is maintained by altering water content in the particles artificially after every time step in such a manner that Eq. (A12) is satisfied.
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