Sensitivity of aerosol retrieval to geometrical configuration of ground-based sun/sky radiometer observations
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Abstract. A sensitivity study of aerosol retrievals to the geometrical configuration of the ground-based sky radiometer observations is carried out through inversion tests. Specifically, this study is focused on principal plane and almucantar observations, since these geometries are employed in AERONET (AErosol RObotic NETwork). The following effects have been analyzed with simulated data for both geometries: sensitivity of the retrieval to variability of the observed scattering angle range, uncertainties in the assumptions of the aerosol vertical distribution, surface reflectance, possible instrument pointing errors, and the effects of the finite field of view. The synthetic observations of radiometer in the tests were calculated using a previous climatology data set of retrieved aerosol properties over three AERONET sites: Mongu (Zambia) for biomass burning aerosol, Goddard Space Flight Center (GSFC; Maryland, USA) for urban aerosol and Solar Village (Saudi Arabia) for desert dust aerosol. The results show that almucantar retrievals, in general, are more reliable than principal plane retrievals in presence of the analyzed error sources. This fact partially can be explained by practical advantages of the almucantar geometry: the symmetry between its left and right branches that helps to eliminate some observational uncertainties and the constant value of optical mass during the measurements, that make almucantar observations nearly independent of the vertical variability of aerosol. Nevertheless, almucantar retrievals present instabilities at high sun elevations due to the reduction of the scattering angle range coverage, resulting in decrease of information content. It is in such conditions that principal plane retrievals show a better stability, as shown by the simulation analysis of the three different aerosol models. The last part of the study is devoted to the identification of possible differences between the aerosol retrieval results obtained from real AERONET data using both geometries. In particular, we have compared AERONET retrievals at the same sites used in the simulation analysis: Mongu (biomass burning), GSFC (urban) and Solar Village (desert dust). Overall, this analysis shows robust consistency between the retrievals from simultaneous observations in principle plane and almucantar All identified differences are within the uncertainties estimated for the AERONET operational aerosol retrieval. The differences in the size distribution are generally under 10% for radii between 0.1 µm and 5 µm, and outside this size range, the differences can be as large as 50%. For the absorption parameters, i.e., single scattering albedo and the imaginary part of the refractive index, the differences are typically under 0.01 and 0.003, respectively. The real part of the refractive index showed a difference of 0.01 for biomass burning and urban aerosol, and a difference of around 0.03 for desert dust. Finally, it should be noted that the whole data set includes only 200 pairs, which have been taken under very stable atmospheric conditions; therefore, in a general case, differences between principal plane (PPL) and almucantar (ALM) are expected to be higher. Though the observed differences between ALM and PPL are rather small, it should be noted that this analysis has been conducted using a limited set of 200 observation pairs selected under stable atmospheric conditions.
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1 Introduction

In the past decades, atmospheric aerosol has been widely recognized as an atmospheric constituent important not only for the understanding of atmospheric processes, but also as one of the factors impacting many different aspects of the life on Earth (Solomon et al., 2007; IPCC, 2007). Indeed, the aerosol directly impacts ecosystems and human health as a pollutant (generated by industrialization and fossil fuel combustion). It has also been recognized for its influence on the global climate system. This effect is known as “aerosol radiative forcing”, and includes the so-called direct effects (basically scattering and absorption of solar radiation), as well as indirect effects, created by the modification of cloud properties (cloud lifetime, cloud albedo, precipitation, chemistry, etc.).

The aerosol particles can be natural (sea salt, desert dust, volcanic ash) or anthropogenic (nitrates, sulfates, organics, carbonaceous, etc.), or a mixture of both, with particle sizes ranging from a few nanometers to hundreds of micrometers; this leads to a complex and heterogeneous system with different physical, chemical and optical properties (Willeke and Baron, 1993; D’Almeida et al., 1991). This complexity makes it necessary to take a multidisciplinary approach to studying aerosol, one which implies the integrated use of very different methods and techniques.

In this context, this paper is focused on the analysis of the important features of aerosol columnar properties retrieval from radiometric observations. This approach is based on the analysis of the light resulting from the interaction of solar radiation with the aerosol particles suspended in the atmosphere. The high spatial and temporal variability of the aerosol properties has led to the development and establishment of measurement networks covering extensive areas. Among all the monitoring systems, ground-based observations have been revealed as the most accurate and simplest. The most important ground-based global remote sensing networks are AERONET (AERosol ROBotic NETwork) (Holben et al., 1998), SKYNET (Takamura and Nakajima, 2004) and PFR-GAW (Precision Filter Radiometer-Global Atmosphere Watch) (Wehrli, 2005).

AERONET and SKYNET networks provide aerosol information from two kinds of spectral measurements: spectral data of direct Sun radiation attenuation by the atmosphere and angular distribution of diffuse sky radiation, while PFR-GAW only provides data of direct Sun radiation. The direct measurements provide information about total aerosol loading, i.e. AOD (aerosol optical depth). The observations of diffuse radiation contain essential information for retrieving the aerosol phase function and optical aerosol properties. Using this information, important aerosol optical and microphysical parameters, such as the particle size distribution (Nakajima et al., 1983, 1996) and complex refractive index or single scattering albedo (Dubovik and King, 2000; Dubovik et al., 2006), are derived.

The present work aims at identifying whether the retrieval results depend on the geometry used in the sky radiance measurements. In particular, this work has been carried out with the inversion algorithm described in Dubovik and King (2000) (also Dubovik et al., 2000, 2002, 2006), and using data provided by AERONET. That is why the study will be focused on the almucantar and principal plane geometries (hereafter, ALM and PPL respectively), that are adapted (Holben et al., 1998; Kaufman et al., 2002; Olmo et al., 2008) as the standard observational scenarios in operational data acquisition of the AERONET network (Holben et al., 1998).

Also, the same observational scenarios are used by SKYNET (Nakajima et al., 1996).

In the almucantar configuration, Fig. 1 on the left, the sun photometers (e.g., Cimel Electronique 318, standard in AERONET) keep the zenith angle constant (equal to the solar zenith angle θs). The azimuth movement is done first towards the right (taking the Sun as reference and up to θs = 180°) and then is repeated towards the left. Assuming a homogeneous atmosphere, the measurements taken in both right and left branches are expected to be symmetrical and the final radiance values used in the inversion algorithm for the almucantar are obtained by averaging the observations in the right and left branches. This process allows elimination of the data contaminated by sky inhomogeneities. In AERONET network processing, the symmetry property in almucantar has been used for over a decade, and those measurements exhibiting radiance differences higher than 20% between right and left branches are eliminated (this and other quality control criteria are described in http://aeronet.gsfc.nasa.gov/new_web/Documents/AERONETcriteria_final1_excerpt.pdf and Holben et al., 2006).

In the principal plane geometry (Fig. 1 on the right), the azimuth angle is the one that remains constant while the zenith angle varies. Note that this geometry does not present any evident symmetry and, therefore, identifying and screening sky inhomogeneities in principal plane observations is not straightforward.

Another important aspect that distinguishes ALM and PPL geometries is the relation between the scattering angle Θ, the solar zenith angle θs and the observation angles θa and ϕp for almucantar and principal plane, respectively. For any measurement, the scattering angle can be expressed as cos(Θ) = cos²(θs) + sin²(θs) cos(ϕa − ϕs) for the almucantar1, and cos(Θ) = cos(θa + θp) for the principal plane2 (Nakajima et al., 1996). As a consequence, the maximum scattering angle that can be reached in both geometries is

1 Normally, the azimuth origin is taken in the Sun position and therefore ϕs = 0. Note that this assumption was made in Fig. 1.
2 The signs (−) in the case of (ϕp − ϕs = 0°) and (+) for the case of (ϕp − ϕs = 180°).
\( \Theta_{M} = 2 \theta_{b} \) in the almucantar and \( \Theta_{M} = \theta_{s} + 90^\circ \) in the principal plane\(^3\).

This fact plays an important role in the present study, as the information contained in the radiance measurement critically depends on the geometry selected, especially for small values of the solar zenith angle. Specifically, the first part of this work contains an analysis of the consequences of having different ranges of scattering angle coverage in ALM and PPL measurements. For that purpose, in Sect. 2 we use simulated sky radiances for different \( \theta_{s} \) and aerosol types which will be inverted afterwards to observe the differences in the retrievals. In the same section, we include an analysis of the effect of neglecting the vertical variability of aerosol and its effects in both geometries. Additionally, we study the influence of some other aspects that could affect ALM and PPL in a different way, such as an uncertainties in the surface reflectance assumption, the effect of an incorrect pointing in both geometries and the effect of considering a finite field of view. Finally, we examine whether or not the results obtained in the simulation are supported by real observations. For this purpose, we analyze the differences in the retrievals obtained from nearly simultaneous principal plane and almucantar measurements, selected under stable atmospheric conditions, at the same key sites.

2 Analysis of simulated data

2.1 Methodology and data

In the first section, we study the variability of the retrievals for different solar zenith angles corresponding to different geometries for the aerosol load have been considered: the first one is the reference value of the aerosol optical depth from the horizontal AERONET key sites are derived as a function of the aerosol optical depth. Specifically, we have taken the information from three sites: Mongu (Zambia) for biomass burning aerosol, Goddard Space Flight Center (GSFC; Maryland, USA) for urban aerosol and Solar Village (Saudi Arabia) for desert dust aerosol. For these three examples, two possibilities for the aerosol load have been considered: the first one around the averaged value of the aerosol optical depth (registered in the study Dubovik et al., 2002), and the second one with more aerosol load so as to see if certain conditions affect differently as the aerosol load increases.

Table 1 summarizes the aerosol properties of the all the examples considered. We provide the full set of parameters needed to run the forward module. The first parameter is the reference value of the aerosol optical depth from which the rest of the input parameters are derived (using the

---

\(^3\)It should be noted that operationally observations cannot be made all the way to the horizon due to horizon obstructions and also due to inexact optical air mass computations (refraction effects, etc.). Therefore, the maximum scattering angle in the principal plane scan is typically smaller than stated theoretically (e.g., in AERONET, the Level 2 AOD product is limited to a maximum air mass of 5 as the effect of atmosphere sphericity is not negligible for larger air masses and this is not accounted in the plane-parallel radiative transfer model used for aerosol retrieval (Dubovik and King, 2000). Therefore, \( \Theta_{M} \approx \theta_{s} + 80^\circ \).

---

Fig. 1. Figures describing the two geometries used within AERONET network for the measurements of the sky radiances; the almucantar is shown on the left, the principal plane is shown on the right.
Aerosol models:
- Biomass: Zambia
- Urban: GSFC
- Desert: Solar Vil

Methodology diagram

Fig. 2. Methodology diagram followed to carry out the self-consistency test of the code used for different aerosol types, solar zenith angles and geometries for measuring the sky radiance.

expressions in Dubovik et al., 2002). The next parameters in Table 1 are used to describe the size distribution (modeled as a bimodal lognormal function): particle volume concentration ($C_{VJ}$ [μm$^3$/μm$^2$]), volume median radius ($r_{VJ}$ [μm]) and mode width ($\sigma_{VJ}$) for fine and coarse mode. The remaining inputs are the refractive index and the sphericity parameter, which is taken as 0 for desert dust (all the particles are considered to be non-spherical) and in the rest of the cases as 100 (considering all the particles as spheres).

The simulated aerosol optical depth and the single scattering albedo are shown in the output part of Table 1. It should be noted that the obtained spectral aerosol optical depth obtained using Dubovik et al. (2002) dynamic models is slightly different from the entry values used for generating full optical properties. This can be explained by the fact that aerosol models from Dubovik et al. (2002) are based on the linear regression analysis, and, therefore, an exact match between the entry optical thickness ($\tau_{in}$ in Table 1) and simulated optical thickness $\tau_d$ is not expected. Indeed, the aerosol optical depth depends nonlinearly on such aerosol parameters as real and imaginary parts of the refractive index, and therefore, the regression analysis is just an approximation. In addition, here the calculation for the desert dust has been made using the spheroid package developed by Dubovik et al. (2006) while retrieval obtained by Dubovik et al. (2002) was based on the retrieval that used only spherical assumption. As a result, we see a slightly higher discrepancy between entry and output values of optical thickness, even though, generally, simulations of extinction do not almost depend on shape of large particles. For example, if we considered the spherical model for the desert dust type in the forward simulations, the values for the aerosol optical depth at 1020 nm for SolV1 and SolV2 would be $\tau_d(1020) = 0.294$ and $\tau_d(1020) = 0.493$. These values are in better agreement with the reference values and the differences could then be related to the mentioned non-linear dependencies. Also note that these simulated values do not depend on the “conditions” such as the measurement geometry or the solar zenith angle. Finally, we should remark here that larger AOD implies better retrieval accuracy; however, we have decided to maintain the typical average values for each site (even though they are quite different) so that our study is related to the average conditions.

In addition to the consistency check and analysis of dependence on the solar zenith angle, the same methodology is also used to analyze the sensitivity to different error sources (see the flowchart in Fig. 2). For example, in order to study the influence of the pointing error, we simulate the radiances by introducing an incorrect pointing. Subsequently, these synthetic data are inverted and, the obtained results compared with the ones assumed to be “true”.

2.2 Dependence on the solar zenith angle

The results of the consistency tests are shown in Fig. 3 for the three aerosol types considered: biomass burning aerosol (Fig. 3a), urban aerosol (Fig. 3b) and desert dust aerosol (Fig. 3c). The study is made following the scheme presented in Fig. 2. In addition to the size distribution and the refractive index (the parameters that drive the forward simulations), the single scattering albedo is also illustrated, due to its great significance. The results retrieved with the almucantar geometry are shown in the upper part, while results from simulations with the principal plane are placed at the bottom of every subfigure. In all the representations, the results obtained for the case with smallest aerosol load (e.g., desert dust: $\tau_{ref}(1020) = 0.3$) are plotted with a solid line while dashed line is used for the case with the largest aerosol load (e.g., desert dust $\tau_{ref}(1020) = 0.5$).

Size distributions are represented in the subfigures on the left. The “true” size distribution used for producing the synthetic observations is plotted in black. The size distributions produced from inversion of synthetic data are plotted in different colors, depending on the solar zenith angle used for the simulations: dark blue for 15°, light blue for 30°, green for 45°, orange for 60°, and brown for 75°.

The optical parameters, single scattering albedo, and the refractive index are plotted as a function of the solar zenith angle. Different colors have been chosen, in this case, for different wavelengths – blue for 440 nm, green for 670 nm, yellow for 870 nm, and red for 1020 nm. The input values
In this regard, the maximum scattering angle \( \theta_{\text{max}} \) differs on average around 0° and 70° for almucantar observational geometry. This tendency is present in the instability of the optical parameters for small solar zenith angles \( \theta_{\text{man}} \). The values are shown in Table 1.

The most evident tendency observed in the tests is the strong dependence on the solar zenith angle. The values are shown in Table 1.

The instability in the retrievals obtained from almucantar data can be explained by the fact that only aerosol scattering in middle and large scattering angles depends on a complex index of refraction and the forward peak of aerosol phase function is dominated by light diffraction (Bohren and Huffman, 1983). In this regard, the maximum scattering angle for almucantar observational geometry is \( 2\theta_{\text{man}} \), i.e., the measurements corresponding to small solar zenith angles do not

---

**Table 1.** Description of aerosol properties used for simulating the radiance measurements. The first row specifies the parameters describing the size distribution which is modeled as a bimodal lognormal function: \( C_{V_i} \) \([\mu m^3/\mu m^3]\), \( r_{V_i} \) \([\mu m]\) and \( \sigma_{V_i} \). Refractive index and the sphericity parameter are also parts of the input. Single-scattering albedo and aerosol optical depth, for each wavelength, are shown as the output after applying the forward model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Biomass burning (Zambia)</th>
<th>Urban (GSFC)</th>
<th>Desert dust (Solar Village)</th>
</tr>
</thead>
<tbody>
<tr>
<td>INPUT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_{\text{ref}}(440) )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_{\text{ref}}(670) )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_{\text{ref}}(870) )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_{\text{ref}}(1020) )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( C_{V_i} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r_{V_i} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \sigma_{V_i} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OUTPUT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \omega_0(440) )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \omega_0(670) )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \omega_0(870) )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \omega_0(1020) )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---
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a) Mongu - Biomass burning

b) GSFC - Urban

c) Solar Village - Desert Dust

Fig. 3. Summary of the aerosol retrievals obtained in the self-consistency test using three aerosol types: biomass burning aerosol (a), urban aerosol (b) and desert dust aerosol (c) with two different AOD utilized as references in each case (solid line used for the case with smallest aerosol load and dashed line for the largest). For every subfigure, almucantar results are shown in the upper part whereas principal plane results are presented in the bottom part. Figures on the left correspond to size distribution results. Figures in the center illustrate the results for the single scattering albedo, and figures on the right describe the results for the complex refractive index.
contain enough information to adequately retrieve the index of refraction or, consequently, the single scattering albedo. The same result was described for simulations in Dubovik et al. (2000).

In the refractive index analysis, we observe the same result; for the principal plane, the retrievals are stable and the values correspond to those given in Table 1 (the only exception is found for the case of the biomass burning at $\theta_z = 15^\circ$). On the other hand, the retrievals obtained for the almucantar drift further apart from their input values as the solar zenith angle becomes smaller. The worst-case behavior can be found with desert dust with low aerosol load, where the real part of refractive index is 0.1 smaller than the assumed value at $\theta_z = 15^\circ$ (1.46 when it should be 1.56), and the imaginary part is much higher than the inputs, especially for long wavelengths where values are three times larger.

From the analysis of the differences in the size distribution, a dependency on the radius can be seen: the differences observed between the retrievals and the input values do not exceed 10% for intermediate radii (in both retrievals ALM and PPL) while they strongly increase in the extremes. In the cases of urban and desert dust, these intermediate radii range only between 0.1 $\mu$m and 5 $\mu$m, while for biomass burning the range is smaller: between 0.3 $\mu$m and 3 $\mu$m. Moreover, the differences between the input values and the retrievals (and between the retrievals themselves, i.e. PPL vs. ALM) are much higher for the case of biomass burning (which are over 100%) than for urban and desert dust (which are only up to 40%).

The analysis of the differences for the biomass burning, illustrated in Fig. 3, shows noticeable differences in the fine mode only when the maximum scattering angle is smaller than $120^\circ$ ($\theta_z = 15^\circ$, $30^\circ$, $45^\circ$ for almucantar and $\theta_z = 15^\circ$ for the principal plane simulations), and especially for the case with larger aerosol load (named Zamb2) where the values of the size distribution become unexpectedly higher than the original size distribution (up to 20%). This effect is accompanied by a sharp decline in the real refractive index (from 1.51 to 1.47–1.48). Both effects compensate each other for the calculation of optical thickness; there are more particles but they scatter less light. There is a strong connection between the retrieved fine mode and the real part of the refractive index, as they are both more sensitive to the large angles of refraction or, consequently, the single scattering albedo.

2.3 Dependence on the aerosol vertical distribution

Once the discrepancies obtained due to the different scattering angle coverage of both geometries are analyzed, the next step is the study of the influence of some other aspects that could affect ALM and PPL differently. First we analyze the effect of the aerosol vertical distribution variability in the atmosphere. As mentioned in the introduction and illustrated in Fig. 1, the zenith angle is kept constant during measurement in the almucantar, and the observation in the almucantar has a symmetry whereas principal plane does not.

The second, and less obvious, characteristic of observations in the almucantar is their low dependence on the aerosol vertical variability, which is generally weaker than that for observations in principle plane. This can be illustrated with the following brief analysis of solution of radiative transfer equation in single-scattering approximations for almucantar and principle plane geometries.

Let us consider the solution of the radiance $R$ for the first-order scattering and for any observation angle $\theta_v$ given by

$$R = \frac{F_0}{[\mu_v]} e^{-t/\mu_v} \times \int_{z_i}^{z_f} \left( \sum_k M_k \right) e^{-m'\tau(z)dz},$$

where $F_0$ is the extraterrestrial irradiance and

$$\tau = \int_{0}^{z_f} \sum_k \sigma_{ext_k}(z)dz$$

$$\tau(z) = \int_{0}^{z_f} \sum_k \sigma_{ext_k}(z')dz'$$

$$M_k = \frac{\omega_{\mu_k} P_k \sigma_{ext_k}(z)}{4\pi}$$

$$m' = \frac{1}{\mu_s} - \frac{1}{|\mu_v|}; \text{ with } \mu_s = 1/\cos \theta_z \text{ and } \mu_v = 1/\cos \theta_v$$

Observe that we have included $k$ components at any height $z$, of the atmosphere. The parameters $P_k$ (redefined as $P_k = P_k/4\pi$) and $\sigma_{ext_k}$ are, respectively, the phase function and the extinction coefficient for every single component. However, in the almucantar, observations $\mu_s = \mu_v$ and
Eq. (1) should be rewritten as

\[ R_a = \frac{F_0}{\mu_s} e^{-t/\mu_s} \times \int_0^{z_f} \left( \sum_k M_k \right) dz. \quad (2) \]

The phase function, \( P_k \), and the single scattering albedo, \( \omega_{\text{scat}}(z) \), for every single component do not depend on the height and can be taken out of the integral.

\[ R_a = \frac{F_0}{\mu_s} e^{-t/\mu_s} \times \left( \sum_k \omega_{\text{scat}} \tau_k P_k \right), \quad (3) \]

where

\[ \tau_k = \int_0^{z_f} \sigma_{\text{ext}}(z) dz. \quad (4) \]

Equation (3) is already independent from the height. Therefore, for the single-scattering approximation in the almucantar geometry, the radiance measurements do not depend on the vertical distribution of the components in the atmosphere, particularly not on the aerosol vertical distribution.

Note that, as is typical, we consider three main components: gaseous absorption, molecular scattering (Rayleigh), and aerosol scattering and absorption, and Eq. (3) is rewritten as

\[ R_a = \frac{F_0}{\mu_s} e^{-t/\mu_s} \left[ \omega_{\text{gas}} \tau_a P_a + \tau_R P_R \right], \quad (5) \]

with

\[ \tau = \tau_{\text{abs}} + \tau_{\text{scat}} + \tau_{\text{abs}}^3 + \tau_R. \quad (6) \]

The exponential term within the integral in the general equation, Eq. (1), links the principal plane measurement to the aerosol and gas vertical distribution. Only in the case that we consider just one main layer in the atmosphere (without any changes in the vertical distribution) could we deduce a similar expression for the principal plane as in Eq. (5).

\[ R_p = \frac{F_0}{\mu_s} \left[ \frac{\omega_{\text{gas}} \tau_a P_a + \tau_R P_R}{\tau_a + \tau_R} \right] \left[ e^{-\tau_a} - e^{-\tau_R} \right]. \quad (7) \]

Consequently, in the single-scattering approximation, a heterogeneous aerosol vertical distribution would only affect the principal plane. Multiple scattering effects of the light in the atmosphere add some sensitivity to vertical variability of atmosphere for both observations in the almucantar and in the principal plane. Nonetheless, since the transmitted radiation of aerosol is dominated by the effects of the first order of scattering, the dependence of radiances in the almucantar on the vertical variability of the atmosphere is generally weaker that that for radiances measured in principal plane.

The above conclusion suggests that some differences between aerosol retrievals from simultaneous measurements in principle plane and almucantar can appear due to their different sensitivities to the assumptions regarding aerosol vertical distribution. This aspect is of particular interest for the present study because generally there is no reliable information for making accurate assumptions about aerosol vertical distribution. Only in situations when co-located data from the lidar are available is accounting for detailed aerosol vertical distribution possible (e.g., Lopatin et al., 2013).

To analyze the effects of the vertical distribution, we produced synthetic observations using the aerosol properties of urban (GSFC2) and desert dust (SolV2). The forward calculations were conducted using the assumption of a multilayered plane parallel atmosphere: 30 layers, equidistant in pressure, were used. Utilizing the same idea as in Sinyuk et al. (2007), we used two different aerosol vertical distributions: two Gaussian profiles with 1 km width, one with at ground level and the other with an aerosol concentration profile median height at 3 km (Sinyuk et al., 2007, Fig. 1). To check the possible dependency of the results on \( \theta_s \), we have done the tests for \( \theta_s = 45^\circ \) and \( \theta_s = 75^\circ \). First, the simulated radiances for both geometries were inverted under the assumption of a monolayered atmosphere. This assumption is used in operational AERONET (Dubovik and King, 2000) and SKYNET processing (Nakajima et al., 1996).

Figure 4 represents the size distributions retrieved under the previously mentioned conditions for urban (left) and desert dust (right) aerosol types. Note that in total, there are eight size distributions for each aerosol case, corresponding to every possible combination between the two geometries, the two vertical aerosol profiles, and the two solar zenith angles.

The results obtained are quite similar for both aerosol types. For almucantar geometry, the size distributions retrieved do not display any significant differences compared to the assumed “true” values. Only small differences can be observed in the coarse mode for desert dust at \( \theta_s = 75^\circ \), where the effect of multiple scattering is more important. The maximum of these differences is observed for \( r = 3 \) \( \mu m \) with a value around 10%. By contrast, principal plane results show two interesting tendencies: on the one hand, the results for \( \theta_s = 45^\circ \) do not significantly differ from the input size distributions for both aerosol types; on the other hand, they present important differences in the case of \( \theta_s = 75^\circ \), especially for the fine mode, where they reach values over 50%.

This interesting result confirms the theoretical expectations foreseen above: the principal plane retrievals are more likely affected by aerosol vertical distribution than almucantar inversions. The simulations reveal the larger differences with the assumed values for the geometries with large solar zenith angles, especially for the size distribution in the fine mode. The retrieval errors appear to be larger when the aerosol concentration profile median height is assumed to be at ground level than when it is at 3 km.

If the vertical structure of the aerosol is known, the accurate aerosol profile can be used in the retrieval. In such conditions, all retrieved properties can adequately retrieved from both geometries. Figure 5 shows the results for the retrieval using accurate vertical profile for the case of urban
aerosol at $\theta_s = 75^\circ$ measured in principal plane. The subfigure on the left represents the case with aerosol concentration profile median height at ground level, and the subfigure on the right represents the case with the maximum at 3 km. Red and blue lines denote the retrievals for the case in which the atmosphere is assumed to have two layers and five layers, respectively, defining the border between layers as equidistant in pressure.

In practice, however, accurate information about vertical distribution of the aerosol is rarely available, whereas the vertical profile may change quite dramatically. Therefore, in this study we are interested in finding out whether taking into account at least some general features characteristics for the vertical distribution of the atmosphere may reveal any advantages in comparison to using the base assumption of monolayered atmosphere. With that purpose, we first investigated the effect of straightforward reduction of vertical resolution of multilayered atmosphere (assuming correct aerosol profile in the inversion). The assumption of bilayered atmosphere substantially improves the results compared to monolayered atmosphere retrievals (shown in Fig. 4), especially for the case in which the aerosol concentration profile median height is at 3 km (where the errors are practically negligible). In the case when the aerosol median height is at the ground level, the errors are around 20%, but they diminish as the number of assumed layers is increased. For instance, if the retrieval is provided with five layers, the errors are under 5% for both cases.

Nevertheless, the above tests were done using the known vertical profile of aerosol, which generally is not known. Therefore, in the second series of tests, we have focused on the evaluation of the possibility to use generic assumption of bilayered atmosphere where the lower layer contains aerosol mixed with Rayleigh scattering while the upper layer contains only Rayleigh scattering. Indeed, in the real atmosphere, molecular scattering generally dominates at altitudes above $\sim 5$ km (Fig. 6 in Ebertman, 1966 and Table 4.10 in D’Almeida et al., 1991, and references therein). In Fig. 5, gray lines represent these alternative solutions: solid line when the border between the layers is fixed at 2 km, dashed line when the border is at 4 km, and dash-dotted when it is at 6 km.

Using the second assumption leads to generally worse results compared to retrievals obtained using accurate aerosol vertical distribution. Furthermore, there is no an optimum choice of the altitude at which to put the border between the two layers. Thus, in the first representation, i.e., the case with the maximum aerosol concentrations at ground level, the border assumption providing the best results was the one located at 2 km, and the size distributions retrieved deteriorated with the increase of the border altitude. On the other hand, the case with the maximum aerosol concentrations at 3 km showed the opposite tendency, and the results improved with increase of the border of layer altitude.

Previously, we have only shown the results for the case $\theta_s = 75^\circ$, but the addition of a second layer improves the results of $\theta_s = 45^\circ$ as well. Thus, the maximum errors found in central radii diminish from 10% to 5% when the border is situated at 4 km. Note that the selection of the border altitude between the layers is not an easy task. Apparently, the placement of border layer at around 4 km is an excellent compromise for the two examples presented here. Nevertheless, this height could be particularly chosen for each specific site, taking into account several factors, for instance, the altitude of site, or whether or not the surrounding area is a source of aerosol, etc.
Finally, we should mention the discussion of this section was focused on the retrieval of aerosol size distribution, because the retrieval of this property showed that it was the most sensitive to the assumption regarding the vertical structure of the atmosphere. For the other optical parameters, the results can be summarized by two basic observations. First, neither the retrieval of single scattering albedo nor of the imaginary part of the refractive index showed any sensitivity to the vertical variability of aerosol. Second, the retrieval of the real part of the refractive index for fine mode does show some sensitivity to the vertical variability of aerosol. However, these deviations in real part of the refractive index strongly anti-correlate with the fine mode aerosol concentration (the smaller refractive index, the larger the concentration) and this effect disappears under the same conditions when the retrieval errors are diminished for the size distribution retrieval.

To illustrate both tendencies, we have represented, in Table 2 the optical parameters retrieved for the case that has shown the greatest errors in the present study: urban aerosol at $\theta_s = 75^\circ$ with the aerosol vertical distribution with maximum at the surface. As noted previously, there are no differences for single scattering albedo and the imaginary part of the refractive index, while differences up to 0.12 are observed for the real part. The maximum differences are observed when monolayered atmosphere model is employed in the retrieval. When the aerosol vertical distribution is known, the addition of layers reduces the error. Note that for five layers the differences are already in the third decimal.

For the cases without extra information about the aerosol vertical profile, the strategy of the two layers described here provides the same results as for the size distribution. In this particular case, when the border is situated at 2 km there are almost no differences, and as the border becomes higher the differences appear. Nevertheless, the proposed intermediate solution of settling the border at 4 km still presents acceptable differences around 0.01 in the real part of the refractive index.

Thus, overall the tests showed that for inversions of the radiances measured in almucantar the vertical variability of aerosol is not an issue, and assumption of monolayered atmosphere does not result in any notable retrieval errors. This conclusion can also be extended to the aerosol retrieval from principle plane with a unique exception of the observations at the large solar zenith angles. At the same time, for the last scenario, the retrieval errors can be practically eliminated by assuming generic bilayered aerosol + Rayleigh/Rayleigh atmosphere. These conclusions support the retrieval settings adapted for operational retrieval in the AERONET network: the aerosol vertical distribution is assumed homogeneous in the almucantar inversion and bilayered for the principal plane inversion. (http://aeronet.gsfc.nasa.gov/new_web/Documents/Inversion_products_V2.pdf).

2.4 Dependence on the surface reflectance

The second aspect under discussion will be dependence on the surface reflectance for both geometries. With this purpose, we will introduce a random error in the surface reflectance during the inversion procedure in order to study the effects on the retrievals. In its current version, AERONET Version 2, the inversion algorithm (described in Dubovik and King, 2000, and Dubovik et al., 2006) approximates the surface reflectance by a bidirectional reflectance function (BDRF). The Cox–Munk model
Table 2. Retrieved aerosol optical parameters considering different numbers of atmosphere layers. The aerosol type considered is the urban aerosol at \( \theta_s = 75^\circ \) with the aerosol vertical distribution with maximum at the surface.

<table>
<thead>
<tr>
<th></th>
<th>440 nm</th>
<th>670 nm</th>
<th>870 nm</th>
<th>1020 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( n )</td>
<td>( k )</td>
<td>( \omega_0 )</td>
<td>( n )</td>
</tr>
<tr>
<td>Reference</td>
<td>1.410</td>
<td>0.003</td>
<td>0.997</td>
<td>1.410</td>
</tr>
<tr>
<td>1 layer</td>
<td>1.519</td>
<td>0.003</td>
<td>0.997</td>
<td>1.494</td>
</tr>
<tr>
<td>2 layers</td>
<td>1.439</td>
<td>0.003</td>
<td>0.997</td>
<td>1.431</td>
</tr>
<tr>
<td>5 layers</td>
<td>1.411</td>
<td>0.003</td>
<td>0.997</td>
<td>1.411</td>
</tr>
<tr>
<td>2 layers, 2 km</td>
<td>1.410</td>
<td>0.003</td>
<td>0.997</td>
<td>1.410</td>
</tr>
<tr>
<td>2 layers, 4 km</td>
<td>1.422</td>
<td>0.003</td>
<td>0.977</td>
<td>1.419</td>
</tr>
<tr>
<td>2 layers, 6 km</td>
<td>1.440</td>
<td>0.003</td>
<td>0.978</td>
<td>1.433</td>
</tr>
</tbody>
</table>

is used for retrievals over water (Cox and Munk, 1954) and the Lie–Ross model over land (Lucht and Roujean, 2000). This surface description is also currently used in AERONET retrievals (http://aeronet.gsfc.nasa.gov/new_web/Documents/Inversion_products_V2.pdf).

The BDRF parameters are basically three \( f_{iso}(\lambda) \), \( f_{vol}(\lambda) \) and \( f_{geom}(\lambda) \); they characterize the isotropic, volumetric, and geometric optics surface scattering, respectively (Roujean et al., 1992, Wanner et al., 1995 and Litvinov et al., 2011). In AERONET version 2 retrievals (Holben et al., 2006, Eck et al., 2008), the land BDRF parameters are adopted from MODIS Ecotype generic BDRF models and mixed with the ecosystem map of Moody et al. (2005); geographically and temporally varying (16 day averages throughout the annual cycle) surface albedos are utilized. These spectral surface albedos are midday black sky albedos from Moody et al. (2005), and are based on atmospherically corrected MODIS data averaged over a 5 km radius of each AERONET site (see Eck et al., 2008; Sect. 2.3). The BDRF model and parameters (for each ecosystem type) are used to compute the spectral reflectances at solar zenith angles throughout the day over a 5 km radius of each AERONET site (see Eck et al., 2008; Sect. 2.3). The BDRF model and parameters (for each ecosystem type) are used to compute the spectral reflectances at solar zenith angles throughout the day.

The following scheme is used for the tests: first radiances are simulated (as in Fig. 2) with the typical BDRF parameters observed in the three sites (see Table 3). Subsequently, the data are inverted for 200 different scenarios using BDRF parameters perturbed by Gaussian noise. Specifically, the errors in \( f_{iso} \) will be relative errors generated randomly from a normal distribution with mean 0 and standard deviation of 15 %, with a limit of ±30 %. The errors in \( f_{vol} \) and \( f_{geom} \) will be absolute errors generated randomly, and with values of the standard deviations of 0.05 and 0.025 respectively; the error limits will be established as ±0.1 for \( f_{vol} \) (with \( f_{vol} > 0 \)) and 0.05 for \( f_{geom} \) (with \( f_{vol} \), \( f_{geom} > 0 \)). Note that we have considered a general case with random error even though the BDRF model based on several ecosystem types could have biases for different geographical locations and therefore bias errors are likely to be significant in some conditions.

In the illustrations of the results, we focus on the analysis of the cases (from Table 1) with the largest aerosol load for the three aerosol types; as in the previous section, we will only evaluate the cases at \( \theta_s = 45^\circ \) and \( \theta_s = 75^\circ \).

Figures 6 and 7 depict the means and the standard deviations of the differences between the 200 retrievals and the non-error case. The results are shown for principal plane and almucantar geometry and for each aerosol type: biomass burning (Zamb2, at the top), urban (GSFC2, in the middle) and desert dust (SolV2, at the bottom). Relative differences have been used for the analyses of the size distribution (figures in the left), while the differences in the optical parameters are provided in absolute terms.

Analyzing the outcomes, there are two results that stand out from the rest. First, there is not a clearly defined tendency in the mean of the differences, as could be expected, because in our analysis only random errors were considered. In the size distribution, for instance, the means rarely exceed 10 % and their signs do not follow a clear pattern. In the optical parameters the means are also very small; in this way, the maximum mean of the absolute difference for the single scattering albedo is 0.003. Therefore, the analysis needs to be carried out in terms of the standard deviation, which contains, in this case, the information about the dependency of the retrieved products on a random error in the surface reflectance. Secondly, and from this new approach, it can be seen that the error in the surface reflectance affects more at \( \theta_s = 45^\circ \) than at \( \theta_s = 75^\circ \). The last result is even more evident for the principal plane geometry, as will be further discussed. For instance, if we start the study with the size distribution, while in the almucantar we observe a small improvement of the results from \( \theta_s = 45^\circ \) to \( \theta_s = 75^\circ \), the improvement in the principal plane is considerably more obvious.

The highest values of the means and the standard deviations are observed for the fine mode for desert dust and urban aerosols at \( \theta_s = 45^\circ \), as commented. For both cases, all the standard deviations for radii smaller than 0.3 \( \mu m \) are over 10 %, reaching the maximum of 22 % at 0.07 \( \mu m \) in the desert.
Table 3. Values of $f_{\text{iso}}(\lambda)$, $f_{\text{vol}}(\lambda)$ and $f_{\text{geom}}(\lambda)$ used to approximate the surface reflectance by a bidirectional reflectance function (BDRF) in the sites used in the simulations Mongu, Goddard and Solar Village.

<table>
<thead>
<tr>
<th></th>
<th>440 nm</th>
<th>670 nm</th>
<th>870 nm</th>
<th>1020 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mongu</td>
<td>0.064</td>
<td>0.026</td>
<td>0.010</td>
<td></td>
</tr>
<tr>
<td>Goddard</td>
<td>0.032</td>
<td>0.008</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td>Solar Village</td>
<td>0.161</td>
<td>0.074</td>
<td>0.024</td>
<td></td>
</tr>
</tbody>
</table>
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Fig. 6. Means and the standard deviations of the differences between the 200 retrievals, where Gaussian errors are introduced in the BDRF parameters, and the non-error case at $\theta_s = 45^\circ$. Figures at the top correspond to biomass burning aerosol, in the middle to urban aerosol, and at the bottom to desert dust aerosol. Relative differences are used for the analyses of the size distribution (figures in the left), while the differences in the optical parameters are provided in absolute terms. Results are shown for almucantar (gray) and for principal plane (black) geometry.

dust. For larger radii, both the means and the standard deviations of the differences are reduced (the latter rarely exceeds 5 % when the radii are larger than 0.3 µm); the only exception is the relative large values observed for the principal plane when radii are larger than 5 µm. On the other hand, the results for biomass burning do not depend on the radii. In this case, the maximum values of the means are around 8 % and the standard deviation is about 12 %.

As mentioned above, the retrieval results are more accurate at $\theta_s = 75^\circ$. The means of the differences are smaller than 5 % in the urban and in the biomass burning. For the desert dust, there are some values of the principal plane retrievals in the fine mode and some values of the almucantar retrievals in the coarse mode which are larger than the 5 %. In fact, the results for the almucantar retrieval of the coarse mode are worse than they are at $\theta_s = 45^\circ$.

In the single scattering albedo the means of the differences are smaller than 0.003 for all the simulations. The standard deviations are similar for the three aerosol cases, being the maximum values around 0.013, reached at $\theta_s = 45^\circ$. It can be also observed that the principal plane values are slightly higher than the almucantar ones. Following the general outcome, the results are better at $\theta_s = 75^\circ$, with the maximum of the standard deviations being 0.008. The improvement is more notorious in the principal plane resulting in lower values of the standard deviations than almucantar at this solar zenith angle.

A similar result is found for the refractive index; at $\theta_s = 45^\circ$, the results for almucantar retrieval are better, while at
\( \theta = 75^\circ \) they are not as good as the principal plane ones. For the real part, the maximum of the standard deviation is around 0.03 at \( \theta = 45^\circ \) (reached in principal plane geometry) and around 0.02 (reached in almucantar geometry).

For the imaginary part, the biomass burning case shows larger standard deviations than the other two cases, due to its larger absorption. The maxima at \( \theta = 45^\circ \) and at \( \theta = 75^\circ \) are reached for this aerosol type, with values 0.0028 and 0.0015, respectively. For urban and desert dust, the standard deviations are smaller than 0.001 for both solar zenith angles.

In summary, the introduction of a random noise in the BDRF parameters affects all the analyzed aerosol properties more at \( \theta = 45^\circ \) than at \( \theta = 75^\circ \). This is more evident in the case of the principal plane geometry, which presents higher differences at \( \theta = 45^\circ \) than the almucantar geometry, while at \( \theta = 75^\circ \) the differences are similar for both geometries (even slightly smaller for the principal plane geometry).

### 2.5 Dependence on the pointing error

The pointing error is defined as the angle between the Sun position (correct pointing) and the erroneous pointing direction. As sun photometers are moved by two motors, azimuth and zenith axes, the value of the pointing error, \( \Theta_\phi \), is normally given in spherical coordinates:

\[
\Theta_\xi = \Theta_\xi (\xi_\phi, \xi_\theta),
\]

where \( \xi_\phi \) and \( \xi_\theta \) are the error components in azimuth and zenith angles, respectively. Assuming that the pointing error is sufficiently small, it can be expressed as an infinitesimal displacement in spherical coordinates (with \( dR = 0 \) and therefore the relation in Eq. (8) takes the following form:

\[
\Theta_\xi = \xi_\phi \dot{\theta} + \sin \theta \xi_\psi \phi = \sqrt{\xi_\phi^2 + \sin \theta \xi_\psi^2}.
\]

The work by Torres et al. (2013) (also in Torres, 2012) describes a methodology used for the characterization of these magnitudes and a first evaluation of the results for several individual instruments (all of them Cimel 318 sun photometers). One of the main outcomes of this evaluation is that the magnitudes \( \xi_\phi \) and \( \sin \theta \xi_\psi \) are constant for each photometer, regardless of \( \theta_\xi \). This result indicates that the pointing error, \( \Theta_\xi \), can be understood as the scattering angle between the Sun beam and the direction in which the detector (in charge of the Sun pointing-process in the instrument) is pointing, which is constant through the day. In the present work, the characteristic magnitudes \( \Theta_\xi = \xi_\phi \) and \( \Theta_\xi = \sin \theta_\xi \xi_\psi \), will be called the total vertical and horizontal error, respectively, keeping the names zenith and azimuth error for \( \xi_\theta \) and \( \xi_\phi \).
respectively. The first tests on this topic, done with seven photometers in the work by Torres et al. (2013), showed that for most of the instruments the magnitudes of $\xi_\theta$ and $\sin \theta_s \xi_\varphi$ were smaller than 0.1°. The maximum values obtained for vertical and horizontal error were 0.25°, while the maximum of the total error, $\Theta_\xi$, was 0.3°.

The scheme for this study is similar to the one presented in Fig. 2, but introduces the pointing errors in the forward code. The value of the simulated pointing error will be 0.4° (horizontal and vertical) as it is the maximum realistic error that can be committed without affecting the aerosol optical depth and therefore not noticeable in the data obtained from AERONET network (the value of the field of view is around 1.2° in the standard sun photometers of the network). Note that in the work by Torres (2012), the retrieval errors for 0.2° and 1° are also analyzed; one of the most important results obtained in that study is that differences in the retrievals can be neglected in the case of 0.2°, which means that the typical pointing errors (under 0.1°) do not have any significant influence in AERONET retrievals. The results obtained for the case of 1° are also depicted in Torres (2012), and they were not included in the present study as they do not represent a realistic error. Here, the value of 0.4° will be considered for positive or negative errors in the vertical component and only positive errors in the horizontal component.

The vertical error can be committed from the Sun towards the zenith or towards the Earth surface; these two possibilities result in different consequences in almucantar and principal plane measurements, and therefore both of them should be considered. In this study, the sign of the error is established as positive in the case of variation towards the zenith, and negative in the case of variation towards the Earth surface. The horizontal error can be committed either to the left or to the right of the Sun. In the principal plane, regardless of the error direction, the consequences are symmetric. In the almucantar, the errors are initially not symmetric, but due to the possibility of averaging the left and right branches (as it is done operationally in AERONET), they become symmetric. As a consequence, for both geometries, there is no need to consider the sign of the horizontal error and only the absolute value is relevant. Note also that the averaging process produces that in the almucantar the horizontal error effect is much weaker than in the principal plane.

The results of the simulations of the pointing error test are presented in Fig. 8 for the size distribution, in Fig. 9 for the single scattering albedo, and in Fig. 10 for the refractive index. In each figure, the results are depicted for the three aerosol types considered: biomass burning aerosol (subfigure a), urban aerosol (subfigure b) and desert dust aerosol (subfigure c). For each aerosol type, results retrieved with the almucantar geometry are shown in the upper part, while results from simulations with the principal plane are placed at the bottom. The subfigures on the left correspond to retrievals with vertical errors (positive and negative), and the ones on the right to horizontal errors (only positive). Note that the $x$ axis is the radius for the size distribution and different colors represent different solar zenith angle; for the optical parameters the $x$ axis is precisely the solar zenith angle and the colors distinguish between the wavelengths.

Analyzing Fig. 8, the first thing we observe is that there are only remarkable differences with respect to the results obtained in Fig. 3 for the cases involving principal plane and vertical errors; i.e., there are no differences in the almucantar regardless of the error pointing type, nor are there differences in the principal plane with horizontal error.

Centering the study on the case with vertical errors in PPL, the aerosol type showing the largest differences is desert dust, where for the case with a positive vertical error there is a 10% decrease in the size distributions between 1 µm and 3 µm and a little increment around 4–5% for larger radii. With negative vertical error, the situation is the opposite; there is a big increase (up to 15–20%) for radii between 1 µm and 3 µm, accompanied by a significant reduction for larger radii.

In the other two aerosol cases, and especially for urban aerosol, we can see the behavior of the fine mode, which is opposite to that of the coarse mode: it grows for positive errors and decreases for negative errors. To be more precise, the perturbations are only observed for radii smaller than 0.3 µm, and in general, they are smaller than the ones found in the coarse mode. Moreover, the differences between the results found here and the ones obtained in Sect. 2.2 depend on $\theta_s$, and on the aerosol load being larger as both parameters are smaller. The values of these differences are normally under 20%. However, the maximum values are around 50%, and they are found for the urban case at $\theta_s = 15°$ with the lowest aerosol load and at radii between 0.05 and 0.2 µm.

To explain these results, we need to check the differences in the radiance measurements that the pointing errors generate. For this purpose, radiance relative differences are represented in Fig. 11 – for vertical errors in almucantar and principal plane in the upper part, and for horizontal errors in the subfigures at the bottom. We have only taken the differences for GSFC aerosol not to be repetitive, as there are no relevant differences respect to the other aerosol types. Note also that the differences are plotted against the scattering angle and at different $\theta_s$ (from left to the right at 15°, 45° and 75°).

The relative differences generated by vertical errors in the principal plane (see Fig. 11) are five times larger than the ones originated in the almucantar and a magnitude order larger than the differences generated by horizontal errors in both geometries. This fact explains why the largest differences found in Fig. 8 are for vertical errors in principal plane geometry. We also observe that the results for positive and negative vertical errors are symmetric in the principal plane (not in the almucantar). These differences are positive for small scattering angles when the errors are negative, and they are negative for positive errors. At large scattering angles the relation is the opposite: positive for positive errors and negative for negative errors.
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Fig. 8. Retrieved size distributions after simulating a pointing error of 0.4° in three different aerosol types: biomass burning aerosol (a), urban aerosol (b) and desert dust aerosol (c) with two different AODs as references in each case (solid line used for the case with smallest aerosol load and dashed line for the largest). In each of the figures, the subfigures at the top show results from almucantars and those at the bottom from principal planes. Subfigures on the left correspond to retrievals with vertical errors, and those on the right correspond to horizontal errors. Colors indicate the solar zenith angle: dark blue for $\theta_s = 15^\circ$, light blue for $\theta_s = 30^\circ$, green for $\theta_s = 45^\circ$, orange for $\theta_s = 60^\circ$ and brown for $\theta_s = 75^\circ$, while black is used for the original size distributions.

The coarse mode of the size distribution is more connected to small scattering angles, while the information about fine particles is more equally distributed. An increase of radiation for small scattering angle is interpreted by the inversion code as an increase of the coarse mode, while an increase in the backscattered radiation is interpreted as an enlargement of the fine mode. Therefore, when the vertical errors in principal plane geometry are positive, there is decrease in the radiance at small scattering angles and an increase at large scattering angles which is the cause of the observed decrease in the coarse mode and increase in the fine mode. The negative errors generate opposite effects in the radiance, which creates the contrary effect in the size distribution to the one we observed in Fig. 8.

The next step in the study is the analysis of the differences in the $\omega_0$ and in the refractive index. As we commented in the Sect. 2.2, the optical properties are connected to all the scattering angles. Single scattering albedo and imaginary refractive index are closely related. Moreover, since our simulations keep the aerosol optical depth constant, an increase of radiance will mean more scattering compared to the absorption and therefore, $\omega_0$ will rise while the imaginary part of refractive index will fall. The opposite situation will occur for less radiance: $\omega_0$ will decrease due to the reduction of
the scattered light and the imaginary refractive index will rise because of a larger absorption. The real part of the refractive index is more connected with the shape of the radiance. High values of radiance for small scattering angles and low values for large angles are related to low values of the real refractive index. The opposite situation will mean high values in the real refractive index.

Referring back to Fig. 11, the radiance differences in the principal plane produced by positive vertical pointing errors are mostly negative, especially for small scattering angles. Based on this, we can expect the single scattering albedo to decrease and the imaginary part of refractive index to increase. Expectancies for the consequences of negative errors are just the opposite. Taking a quick look at Figs. 9 and 10 we see that our expectations were correct: Fig. 9 shows that $\omega_0$ drops for positive errors and grows for negative errors. Here, it is interesting to note that these variations are greater for the case with less aerosol load in the three examples; in the same manner, the differences are smaller as the aerosol is more absorptive. Maximum differences of 0.02 are found for desert dust while the minimum differences, which are smaller than 0.01, are reached in the biomass burning.

The presence of positive vertical error in the principal plane geometry diminishes the radiance at small scattering...
angles, while at the other angles, there is no variation. For negative errors we observe the opposite result. Due to this fact, the real part of refractive index is expected to enlarge (or to shrink for negative) to a great extent. And this is exactly what is found to do in the desert dust example where the real part rises from 1.56 to the highest value (1.6) allowed by the inversion process in all the channels. For the negative error, it falls to values between 1.49 and 1.52, varying with the channel and the $\theta$. However, for the other two aerosol types, the real part of the refractive index decreases for a positive error, which is contrary the previous argument. It should be remembered that this idea was used successfully in the desert dust case and, as the radiance differences in all the cases present the same behavior, apparently there is no immediate explanation for the different behavior. A possible explanation could be obtained by analyzing the size distributions; in the desert dust case for positive vertical errors, the retrievals from principal planes gave a decrease of the coarse mode and no variations in the fine mode. More light for longer scattering angle with less particles could be only explained with a strong increase in the real refractive index. But for urban and biomass burning examples, the fine mode increases for vertical pointing errors. In this second scenario, if the increment of the particles is very strong, even in the case of more light, the real refractive index can drop even more if we consider the strong connection between real part of refractive index and the fine

---

**Fig. 10.** Retrieved refractive index after simulating a pointing error of 0.4° in three different aerosol types: biomass burning aerosol (a), urban aerosol (b) and desert dust aerosol (c) with two different AOD as reference in each case (solid line used for the case with smallest aerosol load and dashed line for the largest). In each of the figures, subfigures on top show results from almucantars and at the bottom from principal planes. Subfigures on the left correspond to retrievals with vertical errors, and on the right, to horizontal errors. Colors indicate the wavelength: blue for 440 nm, green for 670 nm, yellow for 870 nm and red for 1020 nm. The $y$ axes express the real refractive index (on the left) and the imaginary refractive index (on the right).
There are two ideas supporting this argument. First, the variation of the real part is minor for the 1020 nm channel, but it becomes greater as the wavelength is shortened, as short wavelengths are more affected by the fine mode particles. Needless to say, for negative errors the explanation above is valid, but changes the sign of the variations. The second proof is that the real part is more stable for the biomass burning example (more absorbing than urban), for the largest aerosol optical depth and for the largest solar zenith angles, which were the same conditions that we found for the smallest variations in the size distributions.

If we now analyze the effect of vertical errors on almucantar measurements, we observe that the radiance relative differences (in Fig. 11), are positive for $\theta_s = 15^\circ$, negative for $\theta_s = 75^\circ$ and close to zero at $\theta_s = 45^\circ$ when the pointing error is positive. As a consequence, $\omega_0$ will increase at small scattering angles and decrease at large scattering angles. This tendency is found in the three aerosol types presented.

Fig. 11. Radiance relative differences obtained simulating a pointing error of $0.4^\circ$. GSFC aerosol was taken as example using two different AOD: $\tau_{440} = 0.2$ (solid line) and $\tau_{440} = 0.5$ (dashed line). Figures in the upper part correspond to vertical errors for almucantar and principal plane (four subfigures due to the plus/minus sign). On the bottom, the effects of horizontal errors are represented. From left to right, $\theta_s$ increases for the different figures.
that this drift is opposite to the fictitious $\omega_0$ cycle presented in Sect. 2.2 for almucantars.

When vertical errors are negative, there are negative differences for $\theta_s = 15^\circ$ and positive differences for $\theta_s = 75^\circ$, finding no differences again at $\theta_s = 45^\circ$. Thus, $\omega_0$ would have the opposite behavior: reduction for small $\theta_s$ and increment for large $\theta_s$. Therefore, negative vertical pointing errors will enlarge the fictitious daily cycle of $\omega_0$ in almucantar retrievals. Both results are confirmed in Fig. 9.

The imaginary part of the refractive index responds in the same way as the single scattering albedo, but its variations have the opposite sign. Again, both parameters are less affected for the case of biomass burning, as its absorption is greater than in the other two cases and the aerosol load considered is larger. The real part does not suffer relevant variations at the presence of vertical error in the almucantar geometry.

Finally, we want to indicate that the optical parameters analyzed do not suffer any variations with respect to the reference cases presented in Fig. 3 for horizontal errors in both geometries.

2.6 Dependence on the finite field of view

The concept of sky radiancy can be defined as the radiant flux per unit projected area and per unit solid angle coming from a specified point in the sky (McClelwy, 1994). That is why, ideally, the observational solid angle should be infinitesimal.

The inversion algorithms, which use radiance measurements as input, also use this approximation, considering that the instrument field of view is infinitesimal.

Nevertheless, the instruments have a finite field of view, especially in the case of the sun photometer CIMEL-318, the value of the field of view is $1.2^\circ$ (Holben et al., 1998) in the actual instruments and, in old versions, $2.4^\circ$ (CIMEL, personal communication, 2010).

The effect of the finite field of view on the radiance measurement in every observation point is obtained by the convolution of the viewing geometry and the angular values of the sky radiance. In Torres (2012), several tests done with the sun photometer CIMEL-318 showed that the shape of its field of view can be approximated as a cylinder. Using this result, the convolution is simplified as a surface integral of the radiance function within the field of view region. In our approach, the integral is substituted by a discrete sum considering 17 points in the field of view range around the observation point, see Fig. 12. As the areas are chosen in order to be equal, the aforementioned surface integral is approximated by averaging the sky radiancy values obtained in the 17 selected points.

The test are done considering values of the field of view of $1.2^\circ$ or $2.4^\circ$ in every measurement point for the almucantar and for the principal plane geometries. As in previous analysis, the study is done using the three aerosol examples described and at five solar zenith angles ($15^\circ$, $30^\circ$, $45^\circ$, $60^\circ$ and $75^\circ$).

Fig. 12. Representation of the 17 point-scheme followed to simulate the effects of a finite field of view on the radiance measurements. In the example, the field of view is $2.4^\circ$ and $\theta_s = 80^\circ$.

The results obtained simulating a field of view of $1.2^\circ$ (non-plotted) are the same that the ones obtained in Fig. 3. It can be concluded, therefore, that the actual field of view of $1.2^\circ$ does not include any variations with respect to the non-error case.

On the other hand, the results for a field of view of $2.4^\circ$ indicate that the variations respect to the non-error data set are only relevant for the real part of the refractive index. Specifically, in the almucantar, the results obtained for $\theta_s = 15^\circ$ are around $3\%$ lower than in Fig. 3; for the rest of the solar zenith angles the differences are negligible. For the principal plane, the real part show smaller oscillations (under $3\%$) but they appear for all the solar zenith angles.

3 Check of the simulations against selected stable data

In order to complete the work, we propose a parallel study with real data comparing the retrievals of principal plane and almucantar from the same three AERONET sites used during the sensitivity analysis: Mongu (Zambia, 15.25° S–23.15° E, 1107.0 m s.l.) is chosen for the analysis of biomass burning aerosol; GSFC (USA, 38.99° N–76.84° W, 87.0 m s.l) for urban aerosol; and Solar Village (Saudi Arabia, 24.90° N–46.40° E, 790 ms1) for desert dust aerosol. We only select data that meet the next four requirements: (1) data with aerosol optical depth belonging to AERONET Level 2.0 (though we did not only use Level 2 retrievals as we are interested also in almucantar data with $\theta_s < 50^\circ$ and $t_a(440) < 0.4$); (2) data from those days where the ratio between the standard deviation and the average of the aerosol optical depth values is smaller than 0.1 (evaluated for the four wavelengths used by the inversion 440, 670, 870 and 1020 nm). This requirement is established in order to assure that the analysis is done for stable aerosol conditions. (3) The pairs almucantar and principal plane are selected only if both measurements took place within a maximum delay of 30 min. (4) Finally, only those days presenting at least 4
pairs matching the previous three conditions are chosen for the comparison. Following these previous requirements, a total of 204 pairs were selected for the comparison, of which 65 pairs belong to biomass burning (top left of Table 4), 58 pairs to urban aerosol (top right in Table 4) and 81 pairs to desert dust. The latter set was divided into two subgroups as it will be commented later (Table 4 at the bottom, left and right).

The comparison for Mongu includes data from 2003 to 2009 for four different sun photometers. It is worth mentioning that we guaranteed that the data correspond to biomass burning events by the application of typical thresholds for Angstrom exponent values in biomass burning ($\alpha > 1.65$, Eck et al., 1999). As a consequence, all the days found are contained in the period from July to October. The comparison in GSFC can be seen on the top right part of Table 4. All the data selected belong to the months between June and October. As for the Mongu site, we have selected data only when $\alpha > 1.65$. The data corresponding to the comparison in Solar Village, used in order to do the analysis of desert dust aerosol, are contained at the bottom part of Table 4. The reason for splitting those data in two groups was established during the evaluation of the comparisons ALM-PPL. At this point, we observed that for some photometers (Table 4 bottom part on the left) the results presented a similar aspect to the ones obtained for the two previous aerosol types, whereas for some other photometers the comparison achieved was much worse (Table 4, bottom part on the right), especially in the size distribution (as will be shown in the next section). Nevertheless, this case presents a higher number of days with stable conditions, providing enough data to carry out the double analysis.

### 3.1 Size distribution

Figure 13 represents the mean and standard deviation (error bars) of the relative differences obtained for the comparison of the size distribution in the three analyzed cases: biomass burning (upper part of the figure, data from the top-left part of Table 4) urban (central part of the figure, data from the top-right part of Table 4) and desert dust (lower part of the figure, only the data from the bottom-left of Table 4).

Observing the figure, we can see how the comparisons for the three aerosol types present similar results as those obtained in the self-consistency analysis from the previous section: there is a general good agreement for radii between 0.1 $\mu$m and 5 $\mu$m, with values of the average of the relative differences under 10 % – except for the radii around 2 $\mu$m where the difference is a bit higher, reaching maximum values up to 20 %. Thus, these differences are a bit higher than those obtained from simulated data. At this point, the reader may remember the possibility of several error sources, such as the ones we have studied in the simulation analysis, which could provoke the increase in the discrepancy between PPL and ALM retrievals. Nevertheless, the discrepancy is still within the interval 15–25 % which is the expected accuracy suggested by AERONET for almucantar retrievals. Finally, it should be noted that observations from all solar zenith angles have been accounted in Fig. 13; the results represent an average between retrievals with small solar zenith angles, generally with larger errors, and large solar zenith angles.

Moving to the extremes, for radii smaller than 0.1 $\mu$m or larger than 5 $\mu$m, the comparison is much worse than in the previous analyzed region, as was expected. The relative differences are much larger, up to 60 %, but still similar to those obtained in the previous section and within the confidence interval given by AERONET for these radii (up to 100 %). The unexpected result is that these differences are positive, indicating that the values in the size distribution obtained from the almucantar are systematically lower than those obtained using the principal plane.

Among the three aerosol types, the urban aerosol shows the smallest discrepancies for fine mode; for this aerosol type, even for radii smaller than 0.1 $\mu$m the differences are under 10 %. In the coarse mode, the smallest differences are obtained for the case of biomass burning; for this case, differences are under 22 % except for the last bin (at 15 $\mu$m) where the relative difference is 44 %. Desert dust case presents the worst-case behavior, especially in the coarse mode, where for several bins the relative differences exceed 40 %, reaching the maximum of 60 % at 11.4 $\mu$m.

### 3.2 Optical parameters

Table 5 contains the mean values and the standard deviations obtained for the single scattering albedo and the refractive index in the analyzed days using only almucantar geometry. The values obtained for the three aerosol cases are similar to those presented in Table 1 (Table 1 in Dubovik et al., 2002). For instance, $\omega(440) = 0.85$, corresponding to the analysis of the biomass burning, is comparable to the one used in the simulation analysis, $\omega(440) = 0.88$ (Table 1).

Returning to the comparison between the principal plane and almucantar retrievals, the results for the single scattering albedo are shown in Fig. 14. The mean of the differences between both inversions are plotted against the wavelength for the three aerosol cases analyzed: biomass burning (gray), urban (blue) and desert dust (orange). The standard deviation of the differences is represented using the error bar. As it can be seen in the plot, the average of the differences is under 0.01 for the three analyzed cases and for the four wavelengths, reaching the highest value (0.007) at 440 nm for the desert dust. On the other hand, the standard deviation is under 0.01 for all the wavelengths in the biomass burning, between 0.01–0.015 for urban aerosol, and slightly higher for the desert dust aerosol (where values around 0.02 are obtained). Nevertheless, this result is due to the effect of the problem regarding the almucantar angle coverage: if we reduce the analyses to those cases in which $\theta_s > 50^\circ$, the standard deviation reduces it values considerably, especially for the desert
Table 4. Description of the data used for the comparison between almucantar and principal plane retrievals for the different sites.

<table>
<thead>
<tr>
<th>Photo. Date</th>
<th>No. pairs</th>
<th>$\tau_a (440) &lt; \alpha &gt;$</th>
<th>Photo. Date</th>
<th>No. pairs</th>
<th>$\tau_a (440) &lt; \alpha &gt;$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biomass burning (Mongu)</td>
<td></td>
<td></td>
<td>Urban (GSFC)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>09-08-2009</td>
<td>4</td>
<td>0.34 2.00</td>
<td>21-10-2001</td>
<td>6</td>
<td>0.14 1.76</td>
</tr>
<tr>
<td>#36</td>
<td></td>
<td></td>
<td>#101(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12-08-2009</td>
<td>7</td>
<td>0.63 1.89</td>
<td>24-10-2001</td>
<td>5</td>
<td>0.24 1.90</td>
</tr>
<tr>
<td>16-07-2009</td>
<td>5</td>
<td>0.71 1.85</td>
<td>17-07-2002</td>
<td>6</td>
<td>0.44 1.88</td>
</tr>
<tr>
<td>01-10-2004</td>
<td>4</td>
<td>0.37 1.72</td>
<td>13-08-2002</td>
<td>4</td>
<td>1.15 1.80</td>
</tr>
<tr>
<td>#65</td>
<td></td>
<td></td>
<td>#101(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-07-2004</td>
<td>6</td>
<td>0.61 1.75</td>
<td>23-06-2003</td>
<td>4</td>
<td>0.33 1.75</td>
</tr>
<tr>
<td>17-09-2004</td>
<td>6</td>
<td>0.78 1.83</td>
<td>29-06-2003</td>
<td>4</td>
<td>0.71 1.65</td>
</tr>
<tr>
<td>30-07-2003</td>
<td>5</td>
<td>0.45 1.92</td>
<td>24-06-2005</td>
<td>6</td>
<td>0.48 1.66</td>
</tr>
<tr>
<td>#11</td>
<td></td>
<td></td>
<td>#89(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-08-2003</td>
<td>6</td>
<td>0.68 1.79</td>
<td>02-08-2005</td>
<td>4</td>
<td>0.38 1.89</td>
</tr>
<tr>
<td>14-08-2003</td>
<td>6</td>
<td>0.72 1.66</td>
<td>08-09-2007</td>
<td>5</td>
<td>0.49 1.83</td>
</tr>
<tr>
<td>02-08-2006</td>
<td>6</td>
<td>0.42 1.71</td>
<td>26-09-2007</td>
<td>4</td>
<td>0.59 1.89</td>
</tr>
<tr>
<td>#152</td>
<td></td>
<td></td>
<td>#89(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-07-2006</td>
<td>4</td>
<td>0.53 1.79</td>
<td>13-10-2007</td>
<td>5</td>
<td>0.14 1.67</td>
</tr>
<tr>
<td>18-08-2006</td>
<td>6</td>
<td>0.73 1.80</td>
<td>17-10-2007</td>
<td>5</td>
<td>0.40 1.88</td>
</tr>
<tr>
<td>Desert dust 1 (Solar Village)</td>
<td></td>
<td></td>
<td>Desert dust 2 (Solar Village)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>05-03-2003</td>
<td>7</td>
<td>0.33 0.25</td>
<td>25-04-2008</td>
<td>7</td>
<td>0.36 0.25</td>
</tr>
<tr>
<td>#65</td>
<td></td>
<td></td>
<td>#233</td>
<td></td>
<td></td>
</tr>
<tr>
<td>02-04-2003</td>
<td>5</td>
<td>0.48 0.20</td>
<td>26-04-2008</td>
<td>4</td>
<td>0.43 0.28</td>
</tr>
<tr>
<td>11-09-2002</td>
<td>5</td>
<td>0.64 0.55</td>
<td>28-05-2008</td>
<td>6</td>
<td>0.51 0.25</td>
</tr>
<tr>
<td>20-10-2005</td>
<td>5</td>
<td>0.32 0.49</td>
<td>04-06-2004</td>
<td>7</td>
<td>0.33 0.55</td>
</tr>
<tr>
<td>#185</td>
<td></td>
<td></td>
<td>#33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19-10-2005</td>
<td>6</td>
<td>0.41 0.46</td>
<td>22-05-2004</td>
<td>4</td>
<td>0.46 0.16</td>
</tr>
<tr>
<td>19-06-2006</td>
<td>4</td>
<td>0.54 0.44</td>
<td>18-05-2004</td>
<td>5</td>
<td>0.71 0.11</td>
</tr>
<tr>
<td>07-03-2011</td>
<td>5</td>
<td>0.38 0.30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09-10-2010</td>
<td>5</td>
<td>0.48 0.59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26-08-2010</td>
<td>6</td>
<td>0.73 0.73</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Mean values and standard deviations obtained for the single scattering albedo and the refractive index in the analyzed days using only almucantar geometry.

<table>
<thead>
<tr>
<th>Wavelength [nm]</th>
<th>Bio. burn. (Mongu)</th>
<th>Urban (GSFC)</th>
<th>Desert dust (Solar Vil.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\omega(\lambda)$</td>
<td>$n(\lambda)$</td>
<td>$k(\lambda)$</td>
</tr>
<tr>
<td>440</td>
<td>0.85</td>
<td>0.96</td>
<td>0.90</td>
</tr>
<tr>
<td>670</td>
<td>0.81</td>
<td>0.94</td>
<td>0.92</td>
</tr>
<tr>
<td>870</td>
<td>0.78</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td>1020</td>
<td>0.76</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>1.53</td>
<td>1.40</td>
<td>1.51</td>
</tr>
<tr>
<td></td>
<td>1.53</td>
<td>1.41</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>1.54</td>
<td>1.41</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>1.54</td>
<td>1.42</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>0.032</td>
<td>0.005</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>0.032</td>
<td>0.005</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>0.030</td>
<td>0.005</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>0.030</td>
<td>0.005</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>0.027</td>
<td>0.005</td>
<td>0.003</td>
</tr>
<tr>
<td>440</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>670</td>
<td>0.05</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>870</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>1020</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>0.012</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>0.013</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>0.012</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>0.011</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>440</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>670</td>
<td>0.05</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>870</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>1020</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
</tbody>
</table>
dust where $\sigma = 0.01$. It should be mentioned that the uncertainty given by AERONET for $\omega_0$ is 0.03 (http://aeronet.gsfc.nasa.gov/new_web/Documents/inversions.pdf), which highlights the extraordinary agreement obtained here when the atmosphere is stable and homogeneous.

Figure 15 shows the results for the real part of the refractive index. The averaged values of the difference for biomass burning and urban aerosol are lower than 0.01, indicating that there is no shared tendency for principal plane and almucantar differences; on the contrary, the difference for the desert dust is about 0.03, or in other words, the values of the real part of the refractive index retrieved using principal plane are, on average, significantly higher than those obtained using almucantar for the desert dust. The standard deviation, with a value about 0.03 for the three cases, does not depend on the aerosol type. These results are not improved when the study is limited to $\theta_0 > 50^\circ$. Nonetheless, the accuracy given for this parameter is 0.03 for biomass burning and urban and slightly higher, 0.05, for desert dust; therefore, the results are within this interval.

Figure 16 depicts the averages and the standard deviations of the absolute differences for the imaginary part of the refractive index. Contrary to the previous cases, the highest standard deviations of the absolute differences are reached for the biomass burning aerosol presenting values around 0.003. On the other hand, the values for desert dust and urban aerosol are enclosed between 0.0015 and 0.0023. It should be remembered (Table 5), that the absolute values of the imaginary part of the refractive index for the biomass burning are one order of magnitude higher than those for the desert dust and urban aerosol. Therefore, in relative terms, the best comparison is again obtained for biomass burning case. It can be noted the opposite sign for the differences of imaginary part of the refractive index and the single scattering albedo. This fact is justified by the strong anticorrelation between both magnitudes. Using Table 5, we observe that the average of the differences (principal plane vs. almucantar) of the imaginary part of the refractive index have a maximum of 13 % for the urban aerosol, 9 % for the desert dust aerosol, and 4 % for biomass burning.

Fig. 13. Relative differences found in the size distribution between the inversion obtained by almucantar and principal planes for the three analyzed cases (data description in Table 4): biomass burning (upper part of the figure), urban (central part of the figure), and desert dust (lower part of the figure, only data from the first set (called desert dust I)).
Fig. 14. Absolute differences (with sign) found in the single scattering albedo between the inversion obtained by almucantar and principal planes for the three analyzed cases (Table 4): biomass burning (gray), urban (blue) and desert dust (orange, only data from the first set (called desert dust 1)). Bars indicate the standard deviation of the differences.

Fig. 15. Absolute differences (with sign) found in the real part of the refractive index between the inversion obtained by almucantar and that obtained by principal planes for the three analyzed cases (Table 4): biomass burning (gray), urban (blue) and desert dust (orange, only data from the first set (called desert dust 1)). Bars indicate the standard deviation of the differences.

### 3.3 Desert dust 2: data subset with larger discrepancies

As was just shown, the comparisons obtained from desert dust aerosol have a larger error than the error comparisons obtained from the other aerosol types. Moreover, for some photometers these differences were substantially larger. This was the case for photometers #233 and #33 (called desert dust 2 subset); the results obtained for these photometers were systematically worse for every single pair of data compared.

Looking at Table 4, it can be seen that the mean Angstrom exponent of desert dust 1 spans from 0.20 to 0.73, while for desert dust 2 it ranges from 0.11 to 0.55. On the other hand, in Table 6, for each mode of the volume particle size distribution \([dV(r)/dlnr]\), mean values of the particle volume concentration, the median radius, and the standard deviation (obtained only using almucantar inversions) are represented for both desert dust sets. The values observed are very similar for both groups, showing that, apparently, the higher alpha values observed in desert dust 1 does not seem to have any consequences in the retrieved aerosol size distribution. Note here as well, that the values of the median radius and the standard deviation for the coarse mode \((r_{\text{Vc}} \text{ and } \sigma_{\text{Vc}})\) shown in Table 1 were 2.32 and 0.6, which are in a perfect agreement with the ones obtained in the two subgroups here.

The upper chart in Fig. 17 contains the average of the relative differences and the standard deviation obtained from the comparison between the retrievals using principal plane and almucantar in the subset desert dust 2. The most outstanding result is the strong increase of the values in the extremes \((r < 0.1 \mu m \text{ and } r > 5 \mu m)\) compared to the previously analyzed cases. For the coarse mode, the average differences exceed 100%. However, the averaged values for the mid-range are similar to the previous cases, being under 20%. We find
Fig. 16. Absolute differences (with sign) found in the imaginary part of the refractive index between the inversion obtained by almucantar and principal planes for the three analyzed cases (Table 4): biomass burning (gray bar) urban (blue bar) and desert dust (orange bar, only data from the first set called desert dust 1)).

Fig. 17. Relative differences found in the size distribution between the inversion obtained by almucantar and principal planes for the photometers #233 and #33 in Solar Village site (data description in Table 4 case desert dust 2). The upper chart contains a comparison for the whole data set, while the central and the bottom chart contain comparisons only for those data with the solar zenith angle larger than 30° and 50°, respectively.
Table 6. Mean values of the particle volume concentration \(C_v\), the median radius \(r_v\), and the standard deviation \(\sigma_v\) for each mode of the volume particle size distribution for the defined groups desert dust 1 and desert dust 2.

<table>
<thead>
<tr>
<th></th>
<th>(C_v)</th>
<th>(r_v)</th>
<th>(\sigma_v)</th>
<th>(C_v)</th>
<th>(r_v)</th>
<th>(\sigma_v)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desert dust 1</td>
<td>0.03 ± 0.02</td>
<td>0.14 ± 0.02</td>
<td>0.51 ± 0.07</td>
<td>0.25 ± 0.07</td>
<td>2.33 ± 0.24</td>
<td>0.62 ± 0.03</td>
</tr>
<tr>
<td>Desert dust 2</td>
<td>0.03 ± 0.01</td>
<td>0.17 ± 0.04</td>
<td>0.61 ± 0.07</td>
<td>0.23 ± 0.09</td>
<td>1.95 ± 0.33</td>
<td>0.57 ± 0.06</td>
</tr>
</tbody>
</table>

Table 7. Mean values and the standard deviations of the absolute differences (with sign principal plane minus almucantar) for the optical parameters found for the data set desert dust 2.

<table>
<thead>
<tr>
<th>Total differences</th>
<th>(\omega(\lambda))</th>
<th>(n(\lambda))</th>
<th>(k(\lambda))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength [nm]</td>
<td>440</td>
<td>670</td>
<td>870</td>
</tr>
<tr>
<td>All data</td>
<td>mean</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>std</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>(\theta_s &gt; )</td>
<td>mean</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>30°</td>
<td>std</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>(\theta_s &gt; )</td>
<td>mean</td>
<td>-0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>50°</td>
<td>std</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

An exception for the radii between 3 µm and 5 µm, where the differences, affected by the strong increase in the extremes, present values up to 60%. In the same way, the standard deviation shows a similar behavior, doubling its value in the extremes (from 30–40% it increases to 60%) but keeping around 20% in the central part.

The central and the bottom chart of Fig. 17 correspond to the same analysis (photometers #233 and #33) but are limited to those cases where the solar zenith angle is larger than 30° and 50°, respectively. As can be seen, both limitations improve the comparison considerably. The comparison for solar zenith angles larger than 30° eliminates 11 pairs of data (from 33 to 22) and the results, especially the average value of the relative differences, are diminished, reaching similar values to the ones obtained for the photometers classed in the subset Desert Dust I. Again, another 11 pairs of data disappear when the limitation is extended to \(\theta_s > 50°\); under this criterion, the average values do not suffer any improvements, but the standard deviations are appreciably lower, especially for \(r > 3\) µm.

Continuing with the analysis of the data set desert dust 2, the results for the optical parameters are shown in Table 7. Averaged values and the standard deviations of the differences between the retrievals of principal plane and almucantar are presented for all data (upper part of the Table 7), those data with \(\theta_s > 30°\) (central part of the Table 7) and only for those cases where \(\theta_s > 50°\) (bottom part of the Table 7).

The means of the differences observed for the whole data set are, in general, considerably larger than the values observed in the data set desert dust 1 (Figs. 14–16). Thus, averaged differences are about three times larger for the single scattering albedo and for the imaginary part of the refractive index in this data set than those obtained for the desert dust 1. In the same manner, the values of the standard deviation are typically twice as large.

On the other hand, the real part of the refractive index presents similar means of the differences as those obtained for the data set desert dust 1. Nevertheless, the values of the standard deviation for this parameter are again twice as large as the ones shown in Fig. 15.

Once we limit the study to those data with \(\theta_s > 30°\) and \(\theta_s > 50°\), the differences descend for the three parameters analyzed. The values of the differences for both restricted data sets (presented in the central and bottom part of Table 7) are similar to the ones obtained in the study for desert dust 1.

It should be noted here that, apart from the error sources considered throughout the study, the AOD errors are of importance in the retrieving process (Dubovik et al., 2000). We have not focused on them in the present study, since in principle the AOD measurements are equivalent to the PPL or ALM geometries. However, if AOD errors are significant, they may have different effects on aerosol retrievals using PPL and ALM observations, especially in those cases with larger differences in the information content, i.e., for small solar zenith angles where the scattering angle coverage in the almucantar is significantly smaller. Furthermore, the error in AOD due to calibration is proportional to \(1/m = \text{optical air mass}; m \sim 1/\cos(SZA)\); see Hamonou et al., 1999) which particularly enlarges the AOD errors for short solar zenith angles. The combination of both factors can explain the better agreement between the two geometries at larger SZA, where the AOD is more accurate. In fact, some uncertainties in the
AOD calibration have been found in the set desert dust 2 data (e.g., spectral crossovers of 440 and 500 nm).

4 Discussion

PPL retrievals are not available for the use of the wider scientific community and most of the studies presented in the literature where aerosol microphysical properties are retrieved using Sun and sky radiance measurements have been done exclusively using almucantar measurements (Holben et al., 2001; Smirnov et al., 2002; Dubovik et al., 2002; Eck et al., 2010; Giles et al., 2012, to cite some). One of the reasons for such situation is that aerosol community generally has higher confidence in the almucantar retrievals. Significant efforts have been undertaken in order to understand the potential of PPL retrievals and compare them with ALM data – for instance, in the AERONET project, internal research activities have been developed (Alexander Sinyuk and Brent Holben, personal communication). However, no comprehensive analysis of the expected differences of almucantar retrievals with respect to principal planes is available in open-access literature. As a result, for the wider scientific community, the positive potential and shortcomings of using PPL aerosol remains unclear, in particular since the inversion strategy does not reveal any clear preference in the geometry of the radiance measurement. Therefore, the purpose of this study is to summarize and document the sensitivity of aerosol retrievals to geometrical configurations of observations with a focus on detailed comparative analysis of PPL and ALM retrievals.

One of the main practical reasons for preferring the aerosol retrieval from almucantar observations is the great advantage provided by the symmetry existing in the almucantar measurements. First, taking the average of left and right branches results in more stable measurements and helps to reduce the error effects. In addition, the averaging process also provides a more representative spatial (angular) distribution of sky radiances, diminishing the effect of the aerosol inhomogeneity. Moreover, the symmetry allows one to perform a cloud screening that can not be automatically assessed from principal plane data. These facts and others potentially compromise the accuracy of PPL retrievals (Holben et al., 1998, 2006; Dubovik et al., 2000), and consequentially prevented the AERONET project from releasing PPL retrieval for public use since the reliability of the data is one of the primary objectives of the AERONET network.

Indeed, during the present analysis, both the sensitivity tests with the introduced modeled errors and the analysis of data acquired under stable conditions confirmed the greater reliability that is generally assumed regarding almucantar retrievals. It has been shown that the average between the left and right branches in the almucantar largely diminishes the consequences of possible pointing offsets in the instruments, while for the principal plane the consequences of such errors are more significant. Furthermore, almucantar retrievals have shown less dependency on the aerosol vertical distribution, as generally expected from theoretical considerations.

On the other hand, the retrievals from almucantars taken at high solar elevation show significant decreases in accuracy for most of the retrieved aerosol parameters (Fig. 3). This result was already well discussed in Dubovik et al. (2000) and is accounted for in the quality selection criteria (summarized in Dubovik et al., 2002) and adapted for Level 2 retrieval in AERONET version 2, where only retrievals with $\theta_p > 50^\circ$ are accepted. Therefore, one of the immediate consequences of using exclusively almucantar geometry is the lack of high accuracy aerosol retrievals during the middle of the day (except at high latitudes and in wintertime at subtropical to mid-latitudes), which are highly desirable for the various aerosol studies. However, in the same simulation analysis (Fig. 3) the principal plane retrievals remain stable over the course of the day due to their larger angular scattering coverage.

The sensitivity tests and the real data analysis conducted in this study show sufficiently high consistency between principal plane and almucantar retrievals, and this fact supports the idea of using principal plane inversions to complement almucantar retrievals in some specific cases, such as ground-based campaigns or the study of aerosol events. Nevertheless, we should note that in both tests we have used quite selective data: in the first analysis, the data have been synthetically generated and in the real data analysis we have manually inspected the radiance data and maintained quite restrictive conditions low AOD daily variation, etc.; see Sect. 3). Therefore, the use of principal plane data can only be recommended if a reliable cloud-screening procedure is developed for PPL observations or for those cases when the manual inspection of the data is possible.

5 Conclusions

The simulated studies carried out using synthetic data from a climatology analyses of the sites Solar Village, GSFC, and Mongu have confirmed that the symmetry existing for the almucantar geometry confers a greater robustness of the aerosol retrievals in presence of various systematic uncertainties. In fact, the straightforward symmetry check used in aerosol quality screening seemed to be a very efficient and practical procedure to eliminate sky inhomogeneities and reduce some of possible instrumental biases. For example, the present study has showed that if pointing errors are present, the consequences for principal plane retrievals are much larger than for almucantar retrievals. Only in an ideal situation of homogeneous atmosphere when no extra errors were introduced, would data from the principal plane geometry provide more reliable results than those from almucantar for high Sun observation due to lower information content in the almucantar radiances, where the range of observed scattering angles is substantially reduced.
An analysis of data during stable atmospheric conditions has been developed for the same three sites using a set of selection criteria (see Sect. 3). The comparison between principal plane and almucantar retrievals obtained in this analysis has shown that the differences in the products are, in general, within AERONET-estimated uncertainties for almucantar retrievals. The differences between the retrievals of the size distribution are generally under 10% for radii between 0.1 µm and 5 µm. Outside this size range, the differences can be as large as 50% and mostly positive (i.e., principal plane inversion results in larger volume concentrations than the almucantar). This result was expected due to the loss of sensitivity of the retrievals to particles of those sizes for the wavelengths used in AERONET and it was previously obtained with simulated data (similar result also in Dubovik et al., 2000).

These high differences in the extremes have almost no impact on other aerosol properties retrieved, such as the aerosol optical depth or the optical parameters. Indeed, even though there are differences over 50% in the edge bins of the size distribution, the subsequent differences in the optical parameters are almost negligible (e.g., absolute differences in the single scattering albedo under 0.01 for all cases).

On the other hand, the comparison between the almucantar and principal plane retrievals in the subset desert dust 2 are systematically worse than those obtained in the other analyzed cases, in particular the subset desert dust 1. The cause of these higher discrepancies has not been fully identified, however, it is reasonable to expect different tendencies in the results of PPL-ALM retrieval comparisons in the two subsets desert dust 1 and 2 because of the different instrument performance (in this case photometers #233 and #33). Indeed, instrumental issues related to AOD accuracy may cause discrepancies at low solar zenith angles. Another possible explanation is the different aerosol average conditions. In particular, the mean Angstrom exponent in subset desert dust 1 (about 0.6) is higher than for pure desert dust and indicates the presence of a significant fine mode fraction. Alternatively, the subset desert dust 2 (with mean Angstrom exponent of 0.3) is representative of nearly pure dust.

Finally, this last group has been reanalyzed, limiting the data set to large $\theta_s > 50^\circ$, which is in agreement with the well-known AERONET level 2.0 criterion about SZA. This threshold significantly reduces the AOD uncertainty related to calibration (e.g., due to filter degradation) and therefore improves the retrieval accuracy. In addition, the analysis for different errors in Sect. 2 also indicates that the differences between almucantar and principal plane are smaller for larger $\theta_s$. Thus, the differences in the scattering angle range in the two geometries could amplify the discrepancies obtained between the retrievals if they are associated with instrumental problems. As a result, significant improvements have been observed in the retrieval comparison of PPL vs. ALM when limiting the data set to large $\theta_s$ ($> 50^\circ$); one observes the same typical differences as in the other data subset, desert dust 1.
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