Air–snowpack exchange of bromine, ozone and mercury in the springtime Arctic simulated by the 1-D model PHANTAS – Part 2: Mercury and its speciation
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Abstract. Atmospheric mercury depletion events (AMDEs) refer to a recurring depletion of mercury occurring in the springtime Arctic (and Antarctic) boundary layer, in general, concurrently with ozone depletion events (ODEs). To close some of the knowledge gaps in the physical and chemical mechanisms of AMDEs and ODEs, we have developed a one-dimensional model that simulates multiphase chemistry and transport of trace constituents throughout porous snowpack and in the overlying atmospheric boundary layer (ABL). This paper constitutes Part 2 of the study, describing the mercury component of the model and its application to the simulation of AMDEs. Building on model components reported in Part 1 (“In-snow bromine activation and its impact on ozone”), we have developed a chemical mechanism for the redox reactions of mercury in the gas and aqueous phases with temperature dependent reaction rates and equilibrium constants accounted for wherever possible. Thus the model allows us to study the chemical and physical processes taking place during AMDEs and AMDEs within a single framework where two-way interactions between the snowpack and the atmosphere are simulated in a detailed, process-oriented manner. Model runs are conducted for meteorological and chemical conditions that represent the springtime Arctic ABL characterized by the presence of “haze” (sulfate aerosols) and the saline snowpack on sea ice. The oxidation of gaseous elemental mercury (GEM) is initiated via reaction with Br-atom to form HgBr, followed by competitions between its thermal decomposition and further reactions to give thermally stable Hg(II) products. To shed light on uncertain kinetics and mechanisms of this multi-step oxidation process, we have tested different combinations of their rate constants based on published laboratory and quantum mechanical studies. For some combinations of the rate constants, the model simulates roughly linear relationships between the gaseous mercury and ozone concentrations as observed during AMDEs/ODEs by including the reaction HgBr + BrO and assuming its rate constant to be the same as for the reaction HgBr + Br, while for other combinations the results are more realistic by neglecting the reaction HgBr + BrO. Speciation of gaseous oxidized mercury (GOM) changes significantly depending on whether or not BrO is assumed to react with HgBr to form Hg(OBr)Br. Similarly to ozone (reported in Part 1), GEM is depleted via bromine radical chemistry more vigorously in the snowpack interstitial air than in the ambient air. However, the impact of such in-snow sink of GEM is found to be often masked by the re-emissions of GEM from the snow following the photo-reduction of Hg(II) deposited from the atmosphere. GOM formed in the ambient air is found to undergo fast “dry deposition” to the snowpack by being trapped on the snow grains in the top ∼1 mm layer. We hypothesize that liquid-like layers on the surface of snow grains are connected to create a network throughout the snowpack, thereby facilitating the vertical diffusion of trace constituents trapped on the snow grains at much greater rates than one would expect inside solid ice crystals. Nonetheless, on the timescale of a week simulated in this study, the signal of atmospheric deposition does not extend notably below the top 1 cm of the snowpack. We propose...
and show that particulate-bound mercury (PBM) is produced mainly as HgBr$_2$ by taking up GOM into bromide-enriched aerosols after ozone is significantly depleted in the air mass. In the Arctic, “haze” aerosols may thus retain PBM in ozone-depleted air masses, allowing the airborne transport of oxidized mercury from the area of its production farther than in the form of GOM. Temperature dependence of thermodynamic constants calculated in this study for Henry’s law and aqueous-phase halide complex formation of Hg(II) species is a critical factor for this proposition, calling for experimental verification. The proposed mechanism may explain observed changes in the GOM–PBM partitioning with seasons, air temperature and the concurrent progress of ozone depletion in the high Arctic. The net deposition of mercury to the surface snow is shown to increase with the thickness of the turbulent ABL and to correspond well with the column amount of BrO in the atmosphere.

1 Introduction

Dynamic exchange of halogens between ocean, sea ice, snowpack, and atmosphere is the main driver for the frequent occurrence of ozone depletion events (ODEs) and atmospheric mercury depletion events (AMDEs) in the spring-time polar boundary layer (Simpson et al., 2007; Steffen et al., 2008). Virtually concurrent occurrence of ODEs and AMDEs indicates a major contribution from common reactants, most likely gaseous bromine radicals (Br and BrO) associated with the so-called “bromine explosion” (Platt and Lehrer, 1996; Wennberg, 1999; Schroeder et al., 1998). During the AMDEs, gaseous elemental mercury (GEM) is photochemically transformed to oxidized mercury compounds in the gaseous and/or particulate form(s). The oxidized mercury species are then removed from the atmosphere via dry and wet deposition much more efficiently than GEM, entering snowpack that covers most of the land/water surfaces until summer melt (Lu et al., 2001; Lindberg et al., 2002). Subsequently, the oxidized mercury can be methylated via biotic and abiotic processes. Bio-accumulation of mono-methyl mercury through aquatic food chains poses a risk of adverse toxicological impacts on wild life and ultimately imposes health concerns on northern indigenous people for whom fish and marine mammals form a major component of their diet (AMAP, 2011). However, the actual impacts of AMDEs on high mercury levels observed in northern wild life remain uncertain for the following reasons.

First, field measurements of mercury in the snowpack and overlying ambient air, including but not limited to those in the polar region, quite often indicate the photo-reduction of deposited oxidized mercury back to GEM and its revolatilization to the air on timescales of days to weeks (Lalonde et al., 2002, 2003; Steffen et al., 2002; Ariya et al., 2004; Kirk et al., 2006; Johnson et al., 2008). This raises a question as to how much of the mercury deposited during the AMDEs may remain in the snowpack until snowmelt when mercury contaminating the snow could enter aquatic food chains. Vertical fluxes of GEM and gaseous oxidized mercury (GOM) determined from in situ measurements at Barrow, Alaska, depicted the net mercury deposition to the snow as a relatively small residual between the net GOM deposition and the net GEM emission during and after AMDEs (Brooks et al., 2006). By assigning a retention timescale of about two weeks in the snowpack against the photo-reduction induced re-emission of deposited mercury, some atmospheric mercury chemical-transport models satisfactorily simulated decrease in the ground-level mixing ratios of GEM during the AMDEs and subsequent increase above the hemispheric background as observed at Arctic coastal sites (Dastoor et al., 2008; Holmes et al., 2010). Holmes et al. (2010) estimated that about 40% of deposited mercury is preserved in the Arctic snowpack until entering the surface waters via snowmelt. More recently, Dastoor and Durnford (2014), using a multi-layer snow mercury model, estimated that only 25% of the mercury deposited to snow and ice is retained in the Arctic ecosystem. On the other hand, generally higher GEM concentrations over the ice-covered Arctic Ocean than over the nearby ice-free ocean were indicated from yet-scarce field observations in summer (Aspmo et al., 2006; Hirdman et al., 2009; Sommar et al., 2010), implying a significant connection with the atmospheric deposition during the AMDEs. It appears that the evidence obtained so far is insufficient to draw a coherent conclusion to the problem.

Second, owing to many unknowns and substantial uncertainties in the kinetics and mechanisms of mercury oxidation and subsequent scavenging processes in the atmosphere, it is quite difficult to develop process-based models for simulating the impact of AMDEs on mercury budget in the polar regions. As reviewed in Subir et al. (2011), gas-phase kinetics data for the Hg(0) oxidation from laboratory experiments are subject to large artifacts associated with rate determination techniques and unwanted secondary reactions, leaving error bars often by more than an order of magnitude in the derived rate constants. Additionally, the oxidation of Hg(0) to Hg(II) is likely to proceed via multiple reaction steps; therefore, gauging the kinetics for all of the probable reaction steps operating in the natural environment is a formidable task. For example, the reaction Hg + Br initially produces HgBr (Donohoue et al., 2006):

\[ \text{Hg} + \text{Br} \rightarrow \text{HgBr} \quad \text{(R1)} \]

which either dissociates back to the original reactants or undergoes further reactions with Br-atoms in a simple Hg–Br system such as reaction vessels (Goodsite et al., 2004, 2012; Balabanov et al., 2005; Shepler et al., 2007):

\[ \text{HgBr} \rightarrow \text{Hg} + \text{Br} \quad \text{(R2)} \]
\[ \text{HgBr} + \text{Br} \rightarrow \text{HgBr}_2 \quad \text{(R3)} \]
Using a quantum mechanical theory, Goodsite et al. (2004, 2012) estimated rate constants for Reactions (R1)–(R3) and their temperature dependence. They proposed that the estimated increase in the rate constant of Reaction (R2) with temperature may be one of the key factors for the termination of AMDEs towards the summer and that OH-radicals and I-atoms may also react with HgBr to give thermally stable products, Hg(OH)Br and HgBrI, respectively. Shepler et al. (2007) and Balabanov et al. (2005) used a higher level of quantum mechanical theory to calculate the rate constants for Reactions (R1)–(R3) and predicted two more product channels, namely, Br-abstraction (R4) and Br-exchange (R5):

\[
\begin{align*}
\text{HgBr} + \text{Br} &\rightarrow \text{Hg} + \text{Br}_2 & \quad \text{(R4)} \\
\text{HgBr} + \text{Br} &\rightarrow \text{BrHg} + \text{Br} & \quad \text{(R5)}
\end{align*}
\]

that compete with the Br-addition channel (R3); see Sect. S1 of the Supplement for more details. Calvert and Lindberg (2004) conjectured yet other reaction steps, where HgBr first reacts with BrO to give Hg(Ob)Br, which then photolyses to Hg(O)Br + Br, and eventually produces Hg(OH)Br:

\[
\begin{align*}
\text{HgBr} + \text{BrO} &\rightarrow \text{Hg(O)Br} + \text{Br} & \quad \text{(R6)} \\
\text{Hg(O)Br} + \text{hv} &\rightarrow \text{Hg(O)Br} + \text{Br} & \quad \text{(R7)} \\
\text{Hg(O)Br} + \text{HO}_2 &\rightarrow \text{Hg(OH)Br} + \text{O}_2. & \quad \text{(R8)}
\end{align*}
\]

Rate constants for these reactions were adjusted heuristically in their box model to simulate a conceivably reasonable timescale of AMDEs against that of ODEs (Calvert and Lindberg, 2004). In laboratory experimental systems, some of the reactions are meditated, at least partially, on the chamber wall surface (Ariya et al., 2002; Raofie and Ariya, 2004). But it remains unknown whether or not surface-mediated pathways can enhance the overall oxidation rates of Hg(0) by Br and/or BrO on various environmental surfaces as well (Subir et al., 2011).

Unlike a few mechanistic box and one-dimensional (1-D) models published to date (e.g., Saiz-Lopez et al., 2008; Xie et al., 2008), three-dimensional (3-D) chemical-transport models of mercury have generally assigned the temporal and spatial distributions of Hg(0) oxidants in the polar boundary layer in a simpler fashion than simulating a full suite of gaseous and heterogeneous reactions involved (e.g., Dastoor et al., 2008; Holmes et al., 2010). Therefore, to some extent, the mechanism of mercury redox reactions and their rate constants are empirically defined to simulate AMDEs realistically in current 3-D models. This practice is justified because of our present lack of a solid understanding of the chemical and physical mechanisms for reactive halogen release into the polar boundary layer (Abbatt et al., 2012) and of the re-emission of deposited mercury as noted earlier. A more sophisticated approach is needed in the 3-D models if we are to better assess how AMDEs and resultant mercury deposition might respond to varying environmental factors including climate change. A recent work by Parrella et al. (2012) made a step forward along this line, as their 3-D model simulated the gaseous and heterogeneous chemistry of mercury to estimate the photochemical lifetime of GEM in the global troposphere, even though the model relied on ad hoc parameters in constraining the source term of reactive bromine from sea-salt aerosols and did not consider the sources from polar snowpacks.

Once oxidized, mercury retains greater Henry’s law and surface adsorption coefficients and is thus more prone to uptake onto aerosols, clouds and various surfaces than in the form of GEM (Subir et al., 2012). In the polar boundary layer, oxidized mercury exists as either GOM or particulate-bound mercury (PBM) (Brooks et al., 2006, 2008; Cobett et al., 2007; Steen et al., 2011). Their accurate partitioning needs be known because the rates of dry and wet deposition can be vastly different between GOM and PBM (Brooks et al., 2006; Skov et al., 2006; Amos et al., 2012). As anticipated from thermodynamic grounds, temperature and the amount of host aerosols do appear to influence the partitioning between GOM and PBM in the polar boundary layer, but other factors (such as aerosol composition) remain to be characterized to derive a more precise partitioning of GOM–PBM (Cobett et al., 2007; Brooks et al., 2008; Amos et al., 2012).

In order to gain better understanding of the problems noted above, we have incorporated a multiphase chemical mechanism for mercury in a 1-D model of air–snowpack chemistry and transport, PHANTAS (a model of PHotochemistry ANd Transport in Air and Snowpack) (see Part 1 of the study, viz., Toyota et al., 2014, for basic formulations of the model). Within the current limitation of our process-level understanding of the physics and chemistry of the natural snowpack, PHANTAS has minimized the number of ad hoc parameters for simulating the release of reactive bromine species from the salty snowpack and resultant ozone loss, as compared to earlier models. This paper constitutes Part 2 of the study, in which we investigate potential key steps leading to the net oxidation of GEM in the atmospheric boundary layer (ABL) and the snowpack interstitial air (SIA) during AMDEs, and the fate of oxidized mercury in the ABL, in the SIA and on the surface of snow grains within the snowpack. Our mechanism of multiphase mercury chemistry accounts for temperature dependence of the reaction rate and equilibrium constants wherever possible. Previous mechanistic box and 1-D models of the same kind neglected either an explicit treatment of condensed-phase chemistry (Saiz-Lopez et al., 2008) or temperature dependence in the gas- and aqueous-phase reactions of mercury (Xie et al., 2008). Discussion in this paper, in many respects, builds on the simulation of reactive bromine release and ozone depletion in the springtime Arctic as reported in Part 1. In particular, a potential link is indicated for the first time between the GOM–PBM partitioning during AMDEs and the partitioning of inorganic bromine changing concurrently with the depletion of ozone.
2 Model description

2.1 General framework

PHANTAS is a 1-D model that represents the multiphase chemistry and transport of trace constituents from the bottom of the saline snowpack and to beyond the turbulent ABL. The model is designed primarily for the representation of gas-phase and aqueous-phase halogen chemistry linked to ODEs and AMDEs in polar regions. In Part 1 of the study (Toyota et al., 2014), we described multiphase chemical processes other than those specific to mercury as well as parameterizations for the vertical transfer of gaseous, particulate and snow-trapped species between different domains of the air–snowpack system. Here, we briefly repeat the description of model components reported already in Part 1 and supplement this with the description of molecular diffusivity for gaseous mercury species. A detailed description of the mercury chemical mechanism then follows in the next section. It should be noted that the same set of chemical mechanism including mercury is employed for model runs in Part 1 and here in Part 2 except for sensitivity runs to study the role of specific reactions in mercury chemistry (see Sect. S1 of the Supplement in Part 1 for a full list of reactions).

The chemical mechanism of PHANTAS has been adapted from that originally developed by Toyota et al. (2004) for a box model of multiphase halogen chemistry involving deliquesced sea-salt aerosols in the marine boundary layer, called SEAMAC (size-SEgregated Aerosol model for Marine Air Chemistry); see Sect. 2.2 in Part 1. A common set of reactions is employed to describe a system of gases and aerosols in the atmosphere and a system of gases and liquid-like entities in the snowpack. We assume that the surface of snow grains is coated by a liquid-like layer (LLL, into which all the in-snow solutes are excluded from solid ice (Sect. 2.5 in Part 1). To what extent this assumption makes sense is a matter of debate (e.g., Mulvaney et al., 1988; Rosenthal et al., 2007; Barret et al., 2011; Thomas et al., 2011) but is beyond the scope of this study. Also, even if snow-trapped impurities are largely excluded from the solid ice matrix, they might find their places to stay in veins and pockets at grain boundaries and within grains (e.g., Domine et al., 2013). Hence our approach would likely give upper limits for the LLL volume and the amount of dissolved constituents involved actively in the multiphase photochemical reactions within the snowpack. We employ a simple thermodynamic parameterization by Cho et al. (2002) to predict the volume fraction \( f_0 \) of the LLL in the total volume of snow grains from the bulk concentrations of major ionic components contained in the snow; at initial bulk concentrations assumed for \( \text{Na}^+ \) (72 µmol L\(^{-1}\)), \( \text{Cl}^- \) (70 µmol L\(^{-1}\)), \( \text{NO}_3^- \) (2 µmol L\(^{-1}\)), and \( \text{Br}^- \) (0.108 µmol L\(^{-1}\)), we obtain \( f_0 = 1.11 \times 10^{-5} \) (Table 3 in Part 1). By assigning the bulk density of snowpack at 0.31 g cm\(^{-3}\) and the diameter of each grain at 0.3 mm, specific surface area (SSA) is adjusted at 217 cm\(^2\) g\(^{-1}\) of snow, consistent with measurements for springtime Arctic snowpack (Domine et al., 2002). Expressed in a different physical unit, the ratio of surface area to air volume in the SIA is 101 cm\(^2\) cm\(^{-3}\). Under these conditions, the thickness of the LLL is estimated to be 0.556 nm. The volume fraction of SIA in the snowpack is dictated by porosity at 0.663 (as introduced in the beginning of Sect. 2 in Part 1). Atmospheric aerosols in the present version of PHANTAS are composed only of “sulfate aerosols”, namely, the mixture of \( \text{NH}_4\text{HSO}_4 \) and \( \text{H}_2\text{SO}_4 \) as a major aerosol substrate and a predominant component of Arctic haze (Sect. 2.8 in Part 1). Thus, the model does not account for halogen release from airborne sea-salt particles associated with blowing snow events (e.g., Yang et al., 2008). This also means that model runs in the present study do not necessarily address issues related to ODEs and AMDEs in the Antarctic (or Southern Ocean) ABL where the persistent “haze” is absent. Currently, PHANTAS does not retain a capability carried by SEAMAC of simulating size-resolved aerosol chemistry (Toyota et al., 2001).

In the present configuration, the model consists of 55 layers in the vertical, among which 22 layers represent the porous snowpack of 35 cm in depth as typically observed on sea ice in the springtime Arctic (Warren et al., 1999) and 33 layers represent the ABL as well as some extra layers in the free troposphere. Spacing between the layers is not uniform and is made very small around the atmosphere–snowpack interface (e.g., \( \Delta z = 10^{-4} \) m at the top of the snowpack and \( \Delta z = 10^{-2} \) m at the bottom of the atmosphere) to resolve sharp changes in tracer diffusivity and in chemical reaction pathways across this region. The layer spacing in the entire snowpack (22 layers) and in the atmosphere below 10 m above the snow surface (12 layers) remains the same between model runs, while it changes between the model runs above the 10 m height in the atmosphere (21 layers) according to the diagnosed height of the turbulent ABL \( Z_{\text{ABL}} \) at noon when \( Z_{\text{ABL}} \) is at maximum.

The profile of vertical diffusivity for tracers in the ABL and its diurnal variations are diagnosed by solving a set of micro-meteorological equations with constraints from several pre-defined input parameters including wind speed at a reference height (2 m in this study), diurnally varying sensible heat fluxes at the air–snowpack interface (typical of March in Beaufort Sea, Persson et al., 2002), static stability (or the Brunt–Väisälä frequency, \( N = 0.031 \) s\(^{-1}\)) in the free troposphere (Steeneveld et al., 2007), and the Coriolis parameter (at 71° N); see Sect. 2.7 in Part 1. Tracer diffusivity above \( Z_{\text{ABL}} \) is assumed to be controlled by molecular diffusion for gases and by Brownian diffusion for aerosols. Molecular diffusivity \( (D_g) \) for GEM is calculated based on an empirical formula by Massman (1999) and is re-used for other gaseous mercury species \( (X \text{Hg}) \) with molar-mass-based scaling (i.e., \( D_{g, \text{XHg}} = D_{g, \text{GEM}} \sqrt{M_{\text{GEM}}/M_{\text{XHg}}} \)). For non-mercury species, \( D_g \) is calculated by using an empirical formula and associated parameters.
from Fuller et al. (1966, 1969). In the SIA, molecular diffusion is assumed to control the vertical transfer of gaseous tracers while being scaled down by 50% to account for the effect of tortuosity (Albert and Shultz, 2002). The effect of wind pumping in the SIA is represented in the form of effective diffusivity, which is superimposed on molecular diffusivity when the surface air flow is diagnosed to be aerodynamically rough and is thus likely to develop persistent pressure perturbations along the mean streamline of wind over the snow micro-topography (e.g., Cunningham and Waddington, 1993); see Sect. 2.4 in Part 1.

There has only been scarce discussion of mechanisms leading (or not) to the vertical mass transfer of the ice-trapped trace constituents within the natural snowpack (e.g., Domine et al., 2004, 2008). Also, we note the lack of consensus on the actual mechanisms facilitating the mass transport even in the experimentally prepared ice samples (Huthwelker et al., 2006). Thus, formulating the vertical transfer rates of trace constituents trapped in/on ice in natural snowpack is a subject of great uncertainty. As noted above, there is a fundamental uncertainty in the location of impurities once trapped by snow grains. However, if all the impurities are located in the LLL uniformly coating the surface of snow grains in contact with SIA, it may be reasonable to assume that the sintering of snow grains connects the LLL throughout the snowpack. This forms a basis of our hypothesis for the LLL network where dissolved constituents are subject to vertical diffusion across the snowpack layers (Sect. 2.6 in Part 1). Ions and molecules in the surface disordered region of ice (viz., the LLL) are certainly more mobile than those trapped inside the ice matrix, if not diffused exactly at the same rates as in bulk supercooled water (e.g., Carignano et al., 2007; Gladich et al., 2011). Hence our model assumes that the vertical transfer rates of dissolved constituents can be approximated by the temperature-dependent self-diffusion coefficient (\(D_{aq}\)) of bulk supercooled water, adopted here from Smith and Kay (1999), while being scaled down by a factor of 10 to account for the “proximity effect” imposed by the underlying wall of solid ice (Dash et al., 1995; Carignano et al., 2007) and further by a factor of 2 to account for the tortuosity of the hypothetical LLL network (Sect. 2.6 in Part 1). We note, however, that such a vertical mass transfer would hardly occur beyond the spatial scale of a single grain, if the liquid-like portion of snow forms veins at the grooves of grain boundaries (e.g., Domine et al., 2013) rather than a uniform coating on the grains as assumed here. Therefore, a sensitivity of model results to the assumption of LLL network is explored by turning \(D_{aq}\) to zero in one of the model runs.

The transfer rates of gaseous tracers across the interface between the atmosphere and the SIA are controlled largely by vertical diffusivity on the atmosphere side, because very small \(\Delta z\) is adopted on the snowpack side (Sect. 2.7 in Part 1). For species like Br\(_2\) sourced mainly in the snowpack, net transfer occurs generally from the SIA to the atmosphere. On the contrary, species like HBr undergo net transfer from the atmosphere to the SIA most of the time. To calculate the vertical fluxes of species contained in aerosols at the bottom of the atmosphere, we assign the dry deposition velocity of sub-\(\mu\)m sulfate aerosols at \(\sim 0.02\) cm s\(^{-1}\) based on the Petrow and Zhang (2010) parameterization (Sect. 2.8 in Part 1). This results in a one-way transfer of aerosols from the atmosphere to the snowpack, unlike the transfer of gaseous tracers assumed to occur in both ways between the atmosphere and the SIA. We then allocate all the deposited amount of aerosol constituents to the top layer of the snowpack, while being subject to vertical diffusion through the hypothetical network of LLL afterwards. In reality, aerosols entering the SIA might travel farther than assumed here, but existing theoretical treatments seem to overpredict this in-snow travel distance of aerosols (Harder et al., 1996). According to Petrow and Zhang (2010), the trapping of aerosol particles by snow grains appears to be controlled by poorly characterized phoretic effects.

Actinic fluxes in the atmosphere are calculated with a two-stream algorithm by Kylling et al. (1995), for a clear sky on 30 March at 71°N with a total column ozone of 400 Dobson units over the snow surface with a wavelength-independent snow albedo of 0.9 (Warren and Wiscombe, 1980). The actinic flux also penetrates the snowpack while being attenuated with depth; in this work, the e-folding depth for the attenuation is assumed to be 7.5 cm (King and Simpson, 2001; Peterson et al., 2002; Qiu et al., 2002; Simpson et al., 2002); see Sect. 2.3 in Part 1.

### 2.2 Mercury chemical mechanism

Mercury chemical mechanism is developed by combining and adapting the mechanisms from other recent models of photochemical interactions between mercury and bromine in the polar boundary layer and in the global troposphere (Calvert and Lindberg, 2004; Hedgecock et al., 2005; Xie et al., 2008; Holmes et al., 2010). Figure 1 illustrates an overview of the mercury mechanism developed here, while Table 1 lists all the mercury reactions and their rate or equilibrium coefficients used for our baseline scenario.

We assume that the gas-phase oxidation of GEM is initiated only via reaction with Br-atom to give HgBr (Reaction R1), followed either by its thermal decomposition to Hg + Br (Reaction R2) or by further reactions to give relatively stable Hg(II) products such as HgBr\(_2\) and Hg(OBr)Br (e.g., Reactions R3 and R6) while partially returning to elemental Hg (Reaction R4). Given the uncertainties in viability and/or rate constants for each of these reaction steps (see Introduction and Sect. S1 of the Supplement), we conduct sensitivity studies where we select different sets of rate constants for R1, R2, R3 and R6 (Table 2) and in some cases switch off R6 (Table 3). Excellent agreement between experimental data by Donohoue et al. (2006) and a theoretical calculation by Goodsite et al. (2012) gives some confidence in adopting the rate constant for R1 from Donohoue et al. (scenarios 1,
Table 1. List of reactions and multiphase mass transfers for mercury species and the rate and equilibrium constants used in our baseline scenario (scenario 1A).

### Gas-phase reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate constant</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hg + Br + M → HgBr + M</td>
<td>(k = 1.44 \times 10^{-32} (T/300)^{-1.86}[M])</td>
<td>(\text{[cm}^3\text{molecule}^{-1}\text{s}^{-1})</td>
<td>1</td>
</tr>
<tr>
<td>HgBr + M → Hg + Br + M</td>
<td>(k = 2.94 \times 10^{-9} \exp(-7670/T))</td>
<td>(\text{[cm}^3\text{molecule}^{-1}\text{s}^{-1})</td>
<td>2</td>
</tr>
<tr>
<td>HgBr + Br → HgBr₂</td>
<td>(k = 2.98 \times 10^{-11})</td>
<td>(\text{[cm}^3\text{molecule}^{-1}\text{s}^{-1})</td>
<td>3</td>
</tr>
<tr>
<td>HgBr + Br → Hg + Br₂</td>
<td>(k = 3.89 \times 10^{-11})</td>
<td>(\text{[cm}^3\text{molecule}^{-1}\text{s}^{-1})</td>
<td>3</td>
</tr>
<tr>
<td>HgBr + BrO → Hg(OBr)Br</td>
<td>(k = 2.98 \times 10^{-11})</td>
<td>(\text{[cm}^3\text{molecule}^{-1}\text{s}^{-1})</td>
<td>4</td>
</tr>
<tr>
<td>Hg(OBr)Br + hν → Hg(O)Br + Br⁺</td>
<td>(J_{\text{HOB}r})</td>
<td>\text{s}^{-1}</td>
<td>4</td>
</tr>
<tr>
<td>Hg(O)Br + HO₂ → Hg(OH)Br + O₂</td>
<td>(k = 2.2 \times 10^{-11})</td>
<td>(\text{[cm}^3\text{molecule}^{-1}\text{s}^{-1})</td>
<td>4</td>
</tr>
</tbody>
</table>

### Henry’s law equilibria: equilibrium constants given by \(K_H = K_H^{\ominus} \exp[-\Delta H_{\text{solv}}^{\ominus}/R \times (1/T - 1/T^{\ominus})]\)

<table>
<thead>
<tr>
<th>Reaction</th>
<th>(K_H^{\ominus})</th>
<th>Unit</th>
<th>(-\Delta H_{\text{solv}}^{\ominus}/R)</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hg(gas) ⇌ Hg(aq)</td>
<td>(1.28 \times 10^{-1})</td>
<td>(\text{[M} \text{atm}^{-1})</td>
<td>2482</td>
<td>[K]</td>
<td>5</td>
</tr>
<tr>
<td>Hg(OH)₂(gas) ⇌ Hg(OH)₂(aq)</td>
<td>(1.28 \times 10^{4})</td>
<td>(\text{[M} \text{atm}^{-1})</td>
<td>3901</td>
<td>[K]</td>
<td>6</td>
</tr>
<tr>
<td>HgCl₂(gas) ⇌ HgCl₂(aq)</td>
<td>(1.00 \times 10^{6})</td>
<td>(\text{[M} \text{atm}^{-1})</td>
<td>8060</td>
<td>[K]</td>
<td>7</td>
</tr>
<tr>
<td>HgBr₂(gas) ⇌ HgBr₂(aq)</td>
<td>(1.17 \times 10^{5})</td>
<td>(\text{[M} \text{atm}^{-1})</td>
<td>8912</td>
<td>[K]</td>
<td>8</td>
</tr>
<tr>
<td>Hg(OH)Cl(gas) ⇌ Hg(OH)Cl(aq)</td>
<td>(1.00 \times 10^{6})</td>
<td>(\text{[M} \text{atm}^{-1})</td>
<td>8060</td>
<td>[K]</td>
<td>9</td>
</tr>
<tr>
<td>HgClBr(gas) ⇌ HgClBr(aq)</td>
<td>(1.00 \times 10^{6})</td>
<td>(\text{[M} \text{atm}^{-1})</td>
<td>8060</td>
<td>[K]</td>
<td>10</td>
</tr>
<tr>
<td>Hg(OH)Br(gas) ⇌ Hg(OH)Br(aq)</td>
<td>(1.17 \times 10^{5})</td>
<td>(\text{[M} \text{atm}^{-1})</td>
<td>8912</td>
<td>[K]</td>
<td>11</td>
</tr>
<tr>
<td>Hg(OBr)Br(gas) ⇌ Hg(OBr)Br(aq)</td>
<td>(1.17 \times 10^{5})</td>
<td>(\text{[M} \text{atm}^{-1})</td>
<td>8912</td>
<td>[K]</td>
<td>12</td>
</tr>
</tbody>
</table>

### Aqueous-phase equilibria: equilibrium constants given by \(K_{eq} = K_{eq}^{\ominus} \exp[-\Delta H_{\text{ex}}^{\ominus}/R \times (1/T - 1/T^{\ominus})]\)

<table>
<thead>
<tr>
<th>Reaction</th>
<th>(K_{eq}^{\ominus})</th>
<th>Unit</th>
<th>(-\Delta H_{\text{ex}}^{\ominus}/R)</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hg²⁺ + OH⁻ → HgOH⁺</td>
<td>(2.62 \times 10^{10})</td>
<td>(\text{[M}^{-1})</td>
<td>2966</td>
<td>[K]</td>
<td>8, 9</td>
</tr>
<tr>
<td>Hg(OH)⁺ + OH⁻ → Hg(OH)₂</td>
<td>(2.70 \times 10^{11})</td>
<td>(\text{[M}^{-1})</td>
<td>5449</td>
<td>[K]</td>
<td>8, 9</td>
</tr>
<tr>
<td>Hg²⁺ + Cl⁻ → HgCl⁺</td>
<td>(5.50 \times 10^{6})</td>
<td>(\text{[M}^{-1})</td>
<td>2730</td>
<td>[K]</td>
<td>8, 9</td>
</tr>
<tr>
<td>HgCl⁺ + Cl⁻ → HgCl₂</td>
<td>(2.55 \times 10^{6})</td>
<td>(\text{[M}^{-1})</td>
<td>3637</td>
<td>[K]</td>
<td>8, 9</td>
</tr>
<tr>
<td>HgCl₂ + Cl⁻ → HgCl₃⁻</td>
<td>(6.86 \times 10^{9})</td>
<td>(\text{[M}^{-1})</td>
<td>630</td>
<td>[K]</td>
<td>8, 9</td>
</tr>
<tr>
<td>HgCl₃⁻ + Cl⁻ → HgCl₄⁻</td>
<td>(1.31 \times 10^{1})</td>
<td>(\text{[M}^{-1})</td>
<td>-223</td>
<td>[K]</td>
<td>8, 9</td>
</tr>
<tr>
<td>Hg²⁺ + Br⁻ → HgBr⁺</td>
<td>(1.07 \times 10^{9})</td>
<td>(\text{[M}^{-1})</td>
<td>5196</td>
<td>[K]</td>
<td>8, 9</td>
</tr>
<tr>
<td>HgBr⁺ + Br⁻ → HgBr₂</td>
<td>(2.50 \times 10^{8})</td>
<td>(\text{[M}^{-1})</td>
<td>5454</td>
<td>[K]</td>
<td>8, 9</td>
</tr>
<tr>
<td>HgBr₂ + Br⁻ → HgBr₃⁻</td>
<td>(1.45 \times 10^{2})</td>
<td>(\text{[M}^{-1})</td>
<td>1329</td>
<td>[K]</td>
<td>8, 9</td>
</tr>
<tr>
<td>HgBr₃⁻ + Br⁻ → HgBr₄⁻</td>
<td>(2.27 \times 10^{1})</td>
<td>(\text{[M}^{-1})</td>
<td>1942</td>
<td>[K]</td>
<td>8, 9</td>
</tr>
<tr>
<td>Hg(OH)⁺ + Cl⁻ → Hg(OH)Cl</td>
<td>(6.70 \times 10^{6})</td>
<td>(\text{[M}^{-1})</td>
<td>4455</td>
<td>[K]</td>
<td>8, 9</td>
</tr>
<tr>
<td>Hg(OH)⁺ + Br⁻ → Hg(OH)Br</td>
<td>(1.25 \times 10^{9})</td>
<td>(\text{[M}^{-1})</td>
<td>4455</td>
<td>[K]</td>
<td>8, 9, see Note⁹</td>
</tr>
<tr>
<td>HgCl⁺ + OH⁻ → Hg(OH)Cl</td>
<td>(3.19 \times 10^{10})</td>
<td>(\text{[M}^{-1})</td>
<td>4691</td>
<td>[K]</td>
<td>8, 9</td>
</tr>
<tr>
<td>HgBr⁺ + OH⁻ → Hg(OH)Br</td>
<td>(3.06 \times 10^{10})</td>
<td>(\text{[M}^{-1})</td>
<td>4691</td>
<td>[K]</td>
<td>8, 9, see Note⁹</td>
</tr>
<tr>
<td>HgCl₂ + Br⁻ → HgClBr + Cl⁻</td>
<td>(3.37 \times 10^{2})</td>
<td>non-dimensional</td>
<td>2200</td>
<td>[K]</td>
<td>8, 9, 10</td>
</tr>
<tr>
<td>HgClBr + Br⁻ → HgBr₂ + Cl⁻</td>
<td>(5.67 \times 10^{4})</td>
<td>non-dimensional</td>
<td>2083</td>
<td>[K]</td>
<td>8, 9, 10</td>
</tr>
<tr>
<td>HgCl₂ + Br⁻ → HgCl₂Br⁻ + Cl⁻</td>
<td>(3.05 \times 10^{2})</td>
<td>non-dimensional</td>
<td>1755</td>
<td>[K]</td>
<td>8, 9, 10</td>
</tr>
<tr>
<td>HgCl₂Br⁻ + Br⁻ → HgClBr₂⁻ + Cl⁻</td>
<td>(7.38 \times 10^{1})</td>
<td>non-dimensional</td>
<td>1661</td>
<td>[K]</td>
<td>8, 9, 10</td>
</tr>
<tr>
<td>HgClBr₂⁻ + Br⁻ → HgBr₃⁻ + Cl⁻</td>
<td>(1.80 \times 10^{1})</td>
<td>non-dimensional</td>
<td>1566</td>
<td>[K]</td>
<td>8, 9, 10</td>
</tr>
<tr>
<td>HgCl₂⁻ + Br⁻ → HgClBr₂⁻ + Cl⁻</td>
<td>(1.87 \times 10^{2})</td>
<td>non-dimensional</td>
<td>1929</td>
<td>[K]</td>
<td>8, 9, 10</td>
</tr>
<tr>
<td>HgClBr₂⁻ + Br⁻ → HgClBr₃⁻ + Cl⁻</td>
<td>(5.07 \times 10^{1})</td>
<td>non-dimensional</td>
<td>1834</td>
<td>[K]</td>
<td>8, 9, 10</td>
</tr>
<tr>
<td>HgCl₂Br₃⁻ + Br⁻ → HgClBr₄⁻ + Cl⁻</td>
<td>(1.64 \times 10^{1})</td>
<td>non-dimensional</td>
<td>1740</td>
<td>[K]</td>
<td>8, 9, 10</td>
</tr>
<tr>
<td>HgClBr₄⁻ + Br⁻ → HgBr₅⁻ + Cl⁻</td>
<td>(4.50 \times 10^{0})</td>
<td>non-dimensional</td>
<td>1645</td>
<td>[K]</td>
<td>8, 9, 10</td>
</tr>
</tbody>
</table>
### Aqueous-phase reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate constant</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Hg} + \text{O}_3 \rightarrow \text{HgO} + \text{O}_2$</td>
<td>$k = 4.7 \times 10^7$</td>
<td>$[\text{M}^{-1} \text{s}^{-1}]$</td>
<td>11</td>
</tr>
<tr>
<td>$\text{HgO} + \text{H}^+ \rightarrow \text{Hg}^{2+} + \text{OH}^-$</td>
<td>$k = 1.0 \times 10^{10}$</td>
<td>$[\text{M}^{-1} \text{s}^{-1}]$</td>
<td>12</td>
</tr>
<tr>
<td>$\text{Hg} + \text{OH} \rightarrow \text{Hg}^{2+} + \text{OH}^-$</td>
<td>$k = 2.4 \times 10^9$</td>
<td>$[\text{M}^{-1} \text{s}^{-1}]$</td>
<td>13</td>
</tr>
<tr>
<td>$\text{Hg}^+ + \text{O}_2 \rightarrow \text{Hg}^{2+} + \text{O}_2^-$</td>
<td>$k = 1.0 \times 10^9$</td>
<td>$[\text{M}^{-1} \text{s}^{-1}]$</td>
<td>14</td>
</tr>
<tr>
<td>$\text{Hg} + \text{HOCl} \rightarrow \text{Hg}^{2+} + \text{Cl}^- + \text{OH}^-$</td>
<td>$k = 2.09 \times 10^6$</td>
<td>$[\text{M}^{-1} \text{s}^{-1}]$</td>
<td>15</td>
</tr>
<tr>
<td>$\text{Hg} + \text{ClO}^- \rightarrow \text{Hg}^{2+} + \text{Cl}^- + 2 \text{OH}^-$</td>
<td>$k = 1.99 \times 10^6$</td>
<td>$[\text{M}^{-1} \text{s}^{-1}]$</td>
<td>15</td>
</tr>
<tr>
<td>$\text{Hg} + \text{HOBr} \rightarrow \text{Hg}^{2+} + \text{Br}^- + \text{OH}^-$</td>
<td>$k = 2.79 \times 10^{-1}$</td>
<td>$[\text{M}^{-1} \text{s}^{-1}]$</td>
<td>16</td>
</tr>
<tr>
<td>$\text{Hg} + \text{BrO}^- \rightarrow \text{Hg}^{2+} + \text{Br}^- + 2 \text{OH}^-$</td>
<td>$k = 2.73 \times 10^{-1}$</td>
<td>$[\text{M}^{-1} \text{s}^{-1}]$</td>
<td>16</td>
</tr>
<tr>
<td>$\text{Hg} + \text{Br}_2 \rightarrow \text{Hg}^{2+} + 2 \text{Br}^-$</td>
<td>$k = 1.96 \times 10^{-1}$</td>
<td>$[\text{M}^{-1} \text{s}^{-1}]$</td>
<td>16</td>
</tr>
<tr>
<td>$\text{Hg}^{2+} + \text{O}_2^- \rightarrow \text{Hg}^+ + \text{O}_2$</td>
<td>$k = 5.0 \times 10^3$</td>
<td>$[\text{M}^{-1} \text{s}^{-1}]$</td>
<td>17</td>
</tr>
<tr>
<td>$\text{Hg}^{2+} + \text{HO}_2 \rightarrow \text{Hg}^+ + \text{O}_2 + \text{H}^+$</td>
<td>$k = 5.0 \times 10^3$</td>
<td>$[\text{M}^{-1} \text{s}^{-1}]$</td>
<td>(=$k_{\text{Hg}^{2+}+\text{O}_2^-}$)</td>
</tr>
<tr>
<td>$\text{Hg}^+ + \text{O}_2^- \rightarrow \text{Hg} + \text{O}_2$</td>
<td>$k = 1.0 \times 10^{10}$</td>
<td>$[\text{M}^{-1} \text{s}^{-1}]$</td>
<td>see Note $^b$</td>
</tr>
<tr>
<td>$\text{Hg}^+ + \text{HO}_2 \rightarrow \text{Hg} + \text{O}_2 + \text{H}^+$</td>
<td>$k = 1.0 \times 10^{10}$</td>
<td>$[\text{M}^{-1} \text{s}^{-1}]$</td>
<td>see Note $^b$</td>
</tr>
</tbody>
</table>


$^a$ Temperature dependence is taken from $k_{\text{Hg}}$ for $\text{Hg}^{\text{III}}$. $^b$ Assumed to be very fast; $^c$ Analogically expanded from gas-phase reactions; $^d$ $\alpha_{\text{PRHg}} = 0.354$ for the scenario of slow photo-reduction in the snowpack (see Sect. 2.2).
in the experimental systems and, by extension, in the natural environment (Subir et al., 2011, and references therein). This issue is also relevant to the oxidation of GEM by Br-atoms (Ariya et al., 2002). However, better understanding of mechanistic details is required before we can represent them adequately in the models (Pal and Ariya, 2004; Raofie and Ariya, 2004; Calvert and Lindberg, 2005; Snider et al., 2008; Subir et al., 2011, 2012). Fortunately, all of these uncertainties do not seem to disprove the major role of bromine chemistry as a cause of AMDEs in the polar boundary layer (Calvert and Lindberg, 2004; Dastoø et al., 2008; Seigneux and Lohman, 2008; Xie et al., 2008; Stephens et al., 2012).

Temperature dependence in the partitioning behavior of Hg(II) between gas and aqueous phases has been ignored or under-represented in earlier mercury models (e.g., Xie et al., 2008). Here we address the effects of changing aerosol bromide contents in the gas–aerosol Hg(II) partitioning, in addition to their temperature dependence, in the springtime Arctic context. For this purpose, we calculate the temperature dependence of Henry’s law coefficients ($K_H$) for Hg(II) species and of stability constants ($K_{eq}$) for Hg(II)-halide coordination complexes that form in the aqueous phase (such as HgCl$_2$ and HgBr$_2$) by using the van’t Hoff equation while taking thermodynamic parameters from the literature if available. For Hg(0), Hg(OH)$_2$ and HgCl$_2$, $K_H$ and its temperature dependence have been determined experimentally (e.g., Sanemasa, 1975; Iverfeldt and Lindqvist, 1980; Lindqvist and Rodhe, 1985; Sommar et al., 2000; Andersson et al., 2008), and therefore the experimental data are favored for use in our model over the thermodynamic estimation. We also postulate the formation of mixed-halide complexes such as HgCl$_2$Br$^{2-}$ (see Appendix A).

Experimental evidence suggests that the net rate of photo-reduction from Hg(II) to Hg(0) in water and in the LLL on ice is controlled by the abundance and functional characteristics of dissolved organic matter (DOM) mediating the photo-reduction and by impeding effects from co-existent halide anions and dissolved oxygen (e.g., Allard and Arsenie, 1991; Xiao et al., 1995; Si and Ariya, 2008, 2011; Lalonde et al., 2003; Bartels-Rausch et al., 2011). In this study, we do not aim at addressing this problem by breaking down the whole process into a series of reaction elements. Rather, we adopt a simple parameterization in which a prescribed first-order rate constant is employed in the same fashion as Holmes et al. (2010). Here, the rate of gross photo-reduction from in-snow Hg(II) (regardless of its chemical forms) to Hg(0) is assumed to be either 5% per day (“slow” photo-reduction scenario, Johnson et al., 2008) or 30% per day (“fast” photo-reduction scenario, Kirk et al., 2006) on daily mean at the top of the snowpack. However, as the Johnson et al. (2008) study was among the most comprehensive ones conducted in the field under springtime Arctic settings, we use the “slow” photo-reduction scenario as a base case unless otherwise stated (see also Table 3). Snow chamber studies from various regions and conditions indicate a major role of UV-B radiation (i.e.,

3, and 4). Nonetheless, since Shepler et al. (2007) employed a higher level of theory for the calculation of rate constants than Goodsite et al. (2012), we also test the greater rate constant for R1 adopted from Shepler et al. (scenario 2). In scenario 4, the thermal decomposition of HgBr (Reaction R2) and the stabilization of HgBr via Br-addition (Reaction R3) are assumed to follow the rate constants determined via calculations in Goodsite et al. (2004, 2012). In scenarios 1 to 3, we adopt the rate constants for these reactions from Shepler et al. (2007) and Balabanov et al. (2005), respectively, both of which employed the higher level of theory than Goodsite et al. (2004, 2012). All the scenarios adopt the rate constant for the Br-abstraction channel of the reaction HgBr + Br (Reaction R4) from Balabanov et al. (2005). Our base case is scenario 1A (see Tables 2–3), which is used for model runs discussed in this paper unless otherwise noted.

For the simulation of mercury chemistry in the polar and/or global troposphere, models often employ reactions between GEM and other oxidants such as BrO, O$_3$ and OH deemed to occur in the gas phase (e.g., Dastoø and Larocque, 2004; Selin et al., 2007; Dastoø et al., 2008). In the present study, we neglect these reactions. The concurrent occurrence of ODEs and AMDEs implies minimal contributions from O$_3$ and OH to the oxidation of GEM in the springtime polar boundary layer. The rate constant for the “gas-phase” oxidation of Hg(0) by BrO was measured experimentally, but it was subject to the uncertainty of two orders of magnitude (Raofie and Ariya, 2003). In addition, a majority of the reactions appeared to have been mediated via unknown heterogeneous processes on the surface of the reaction vessel (Raofie and Ariya, 2004). Discrepancies in the reported rate constants for the reactions between GEM and its presumed oxidants in the atmosphere imply critical roles played by heterogeneous surface reactions and/or third-body effects...
2.2 Meteorology and chemistry scenarios

Except model runs for sensitivity studies, the same model runs are re-used here from Part 1 of the study on in-snow bromine activation and ozone depletion in the springtime Arctic ABL. Therefore, a detailed description of initial and boundary conditions assumed for model meteorology and chemistry is available in Part 1 (see Sect. 2.10 and Tables 2–5).

In each model run, to calculate vertical diffusivity profiles in the ABL, we assume a constant reference-height (2 m) wind speed \( U_2 = 2 \, \text{m} \, \text{s}^{-1} \), and repeat the same diurnal variations in the surface sensible heat flux \(( -9 \sim 1 \, \text{W} \, \text{m}^{-2})\), Persson et al., 2002) over eight model days. The top height of the turbulent ABL \( (Z_{ABL}) \) and the values of turbulent diffusivity throughout the ABL both increase with increasing \( U_2 \) and also exhibit diurnal variations with maxima at noon and minima at midnight (see Fig. 3a–c in Part 1). For example, \( Z_{ABL} \) changes over a day between 7–44 m, 119–128 m, 264–268 m and 426–429 m.
at $U_2 = 2 \text{ m s}^{-1}$, $4.5 \text{ m s}^{-1}$, $8.5 \text{ m s}^{-1}$ and $12 \text{ m s}^{-1}$, respectively (see Fig. 2a in Part 1). The sum of aerodynamic resistance and quasi-laminar layer resistance for HgBr$_2$ to the snow surface at the height of 1 m in the ambient air decreases from the diurnal range of 419–2070 s m$^{-1}$ at $U_2 = 2 \text{ m s}^{-1}$ to $\sim 58 \text{ s m}^{-1}$ at $U_2 = 12 \text{ m s}^{-1}$ (see Fig. 2b in Part 1), dictating changes in apparent dry deposition velocities for HgBr$_2$ and other GOM species as discussed later.

PHANTAS is not fully capable of simulating temperature dependence of potential significance in reactive halogen release from the salty snowpack and from other forms of condensate in the atmosphere. This is because the model does not handle the precipitation of specific salts from the LLL (and hence changes in its composition) with decreasing temperatures across the eutectic points of salts being precipitated (e.g., Koop et al., 2000; Sander et al., 2006; Morin et al., 2008), although it does calculate increase in the total solute concentration via freezing out of water in the LLL in an approximate fashion (Cho et al., 2002). This has led to our choice that kinetic rate and thermodynamic equilibrium constants are calculated for temperature at 253 K in the whole model domain for all but sensitivity runs. At this temperature, chloride and bromide contained in the snowpack are expected to be dissolved totally in the LLL rather than precipitated as solid salts (Koop et al., 2000). Although the role of temperature in halogen activation from environmental snow surfaces is an unsettled issue, field observations do suggest the frequent occurrence of ODEs and AMDEs at 253 K (Tarasick and Bottenheim, 2002; Cole and Steffen, 2010; Pöhler et al., 2010). To examine the potential role of temperature in the gas–aerosol partitioning of Hg(II), we have also performed a sensitivity study in which some of the thermodynamic constants for Hg(II) species are re-calculated by assuming temperatures higher than 253 K (see Sect. 3.3).

We have selected the initial concentrations of trace gases and aerosol composition to represent an air mass in the springtime Arctic lower troposphere under a non-ODE/non-AMDE condition (see Table 4 in Part 1). However, for the simplicity of model setup and results interpretation, inorganic bromine is assumed not to exist in the entire model domain at the beginning of each run. This mixing ratio is very close to the median (∼0.17 pmol mol$^{-1}$) of GEM mixing ratios observed below 4 km (except in the near-surface air with frequent AMDEs) in the North American Arctic to the north of 50° N during the Arctic Research of the Composition of the Troposphere from Aircraft and Satellites (ARCTAS) campaign in April 2008 (Mao et al., 2010). We note, however, that GEM mixing ratios (∼1.7 ng per standard cubic meter or ∼0.20 pmol mol$^{-1}$) notably higher than our initial value were measured at altitudes between 1 and 7 km over the Beaufort Sea and the Arctic Ocean in April 1998 (Banic et al., 2003). Again, for the sake of simplicity, other forms of mercury (i.e., condensed-phase elemental mercury, gaseous and condensed-phase oxidized mercury) than GEM are assumed not to exist in the entire model domain at the beginning of each run.

3 Results and discussion

3.1 Connections between the chemistry of bromine, ozone and mercury in the ABL

Our model simulates a strong activation of bromine chemistry that occurs inside the porous snowpack under sunlight. It results in very high mixing ratios of inorganic gaseous bromine in the SIA from the first day of each model run, including that of BrO radical exceeding 100 pmol mol$^{-1}$ during the day (see Fig. 4 in Part 1), and the evasion of gaseous bromine (mainly as Br$_2$) from the SIA to the ambient air. For model runs at $U_2 = 2.0 \text{ m s}^{-1}$, $4.5 \text{ m s}^{-1}$ and $8.5 \text{ m s}^{-1}$ discussed here, it takes 2 to 5 days for the abundance of reactive gaseous bromine in the ABL to reach its maximum in each run (Fig. 2a–c, top row). The maxima of atmospheric BrO mixing ratios simulated in these runs (ca. 40–50 pmol mol$^{-1}$) are in the same range as measured previously in the springtime Arctic boundary layer (Tuckermann et al., 1997; Pöhler et al., 2010; Liao et al., 2011). In our model, a principal factor that controls the buildup rate of atmospheric bromine is the thickness of the turbulent ABL; the lower the surface wind speed, the shallower the ABL, and the faster the buildup of bromine in the ABL (see Sect. 3.1 in Part 1).

Ozone is then destroyed vigorously in the ambient air (and more so in the SIA) via catalytic reaction cycles involving Br atoms and BrO radicals (Fig. 2a–c, bottom row). Since ozone itself participates in the activation of bromine chemistry via the “bromine explosion” (Platt and Lehrer, 1996; Wennberg, 1999), gaseous inorganic bromine stops building up in the air once ozone is depleted below about 5–10 nmol mol$^{-1}$ depending on model runs. At this point, a major fate of Br atoms in the air changes from the reaction with ozone to reactions with aldehydes emitted from the snowpack, first producing HBr and then taken up by sulfate aerosols to maintain high levels of particulate bromide (Fig. 2a–c, top row). The particulate bromide is believed to comprise a major part
of “filterable bromine”, whose concentrations have been observed to ramp up during ODEs (Barrie et al., 1988; Oltmans et al., 1989; Sander et al., 1997).

Figure 3a–c show temporal evolution for the mixing ratios of GEM, GOM and PBM in the entire model domain simulated at $U_2 = 2.0 \text{ m s}^{-1}$, $4.5 \text{ m s}^{-1}$ and $8.5 \text{ m s}^{-1}$, respectively. As a result of bromine radical chemistry in the gas phase, the abundance of GEM is simulated to drop in the ABL from the initial mixing ratio of 0.168 pmol mol$^{-1}$ to the temporal minima of ca. 0.004–0.02 pmol mol$^{-1}$ depending on model runs. The decrease in atmospheric GEM levels continues until a major shift in the partitioning of inorganic bromine occurs from gaseous species including Br and BrO to particulate bromide in the sulfate aerosols. As discussed above, this shift occurs at the same time as ozone is depleted to low levels, providing one explanation for excellent correlations between ozone and gaseous mercury mixings, which, as noted above, affect the speciation of GOM (Sander et al., 2002a). A dominant entry pathway from GEM to GOM in our model is a mixture of several major species (Fig. 4a). A dominant entry pathway from GEM to GOM is a formation of Hg(OBr)Br via Reaction (R1) followed by Reaction (R6) (see Sect. 3.4). Here, the rate constant for the latter reaction (viz., HgBr + BrO) is simply assumed to be the same as that for Reaction (R3) (viz., HgBr + Br), as was done in a box model study by Calvert and Lindberg (2004). According to bond energy calculations, this approximation is quite reasonable (Dibble et al., 2012). However, the rate constant for Reaction (R3) itself has never been measured experimentally but derived only by theoretical calculations (Goodsite et al., 2004; Balabanov et al., 2005). We return to this issue in a sensitivity study discussed later. Also, the fate of Hg(OBr)Br to give Hg(OH)Br in the gas phase is hypothetical, where we have adopted the same mechanism as Calvert and Lindberg (2004). On the basis of their empirical adjustment of kinetic parameters, the lifetime of Hg(OBr)Br against photolytic decomposition via Reaction (R7) is assumed to be identical to that of HOBr against its photolysis. The product, Hg(O)Br, is then assumed to react with HO$_2$ via Reaction (R8) to give Hg(OH)Br, a principal reservoir of GOM in the present model runs. Subsequently, ion-exchange reactions involving chloride and bromide (despite their trace concentrations most of the time) in sulfate aerosols convert a portion of Hg(OH)Br heterogeneously to HgBr$_2$, HgClBr, HgCl$_2$ and Hg(OH)Cl. The ion-exchange reactions were also incorporated in some of the earlier box models of multiphase mercury chemistry in the marine boundary layer (Heggelock et al., 2005) and in the polar boundary layer (Xie et al., 2008). However, with no account of reactions to form mixed-ligand Hg(II) (e.g., HgClBr), the ion-exchange reactions appear to have played a minimal role in these models with regard to the GOM speciation. Also, Xie et al. (2008) neglected the photolysis of Hg(OBr)Br and thus predicted this species to be the most abundant in the oxidized mercury pool. The formation of Hg(OBr)Br was not considered in the Heggelock et al. (2005) model.

Once particulate bromide starts building up in sulfate aerosols after ozone is depleted to sufficiently low levels, GOM is taken up by the aerosols to form PBM (Fig. 3a–c, bottom row). Here, HgBr$_2^{2-}$ makes up a dominant fraction of PBM (Fig. 4a). It arises from the ion-exchange reactions, which, as noted above, affect the speciation of GOM as well. This time, however, high concentrations of bromide...
thermodynamically favor the formation of a complex fully coordinated by bromide (i.e., HgBr$_2^-$) to accumulate in the aerosols. To our knowledge, this is the first study in which the role of aerosol composition, especially that of bromide, is indicated as a major factor controlling the GOM–PBM partitioning in the atmosphere. In Sect. 3.3, we discuss this issue in more detail.

3.2 In-snow oxidation and reduction of mercury

Since daytime mixing ratios of bromine radicals are predicted to be generally higher in the SIA than in the ambient air (see Fig. 4 in Part 1), the GEM mixing ratios drop more rapidly in the SIA (while in the dark recovering to the same levels as in the ambient air) during the first couple of days in all the model runs. Unlike in the ambient air, the oxidation of GEM does not result in the buildup of GOM in the SIA. Instead, GOM is rapidly taken up by the LLL on the grain surface of the snowpack. As the levels of Hg(II) deposited to the snowpack increase with time, the production of Hg(0) via photo-reduction of Hg(II) in the LLL starts to dominate the oxidative loss of Hg(0) in the SIA. This is reflected in rapid increase in the GEM mixing ratios in the SIA, reaching daily maxima around noon near the top of the snowpack. The in-snow recovery of GEM levels migrates downwards from the top layers via gas diffusion in the SIA, as the majority of in-snow Hg(II) originally enters the snowpack via “dry deposition” (or gas diffusion) from the atmosphere and is located within the top 1 cm of the snowpack (see Sect. 3.6). Increasing rates of Hg(II) photo-reduction towards the top of the snowpack also contribute to the stronger in-snow source of GEM in the top layers.

Unique behavior of GEM concentrations in the SIA, sometimes higher and at other times lower than in the overlying ambient air and generally driven by sunlight, has been observed in the field (e.g., Ferrari et al., 2004, 2005; Fain et al., 2006). Our model results are qualitatively consistent with such observations. However, at the “slow” photo-reduction rates assumed here (i.e., 5 % per day at the top of the snowpack), the recovery of GEM in the ABL remains marginal over the 8 day time span of our model runs. On the other hand, a strong recovery of GEM often exceeding the background concentrations has been observed to occur in the near-surface ambient air at polar coastal sites, sometimes as rapidly as in less than a day between AMDEs (Steffen et al., 2002; Brooks et al., 2008; Johnson et al., 2008). Even if we assume a faster photo-reduction rate for in-snow Hg(II) (i.e., 30 % per day at the top of the snowpack) on the basis of a field study at the coast of Hudson Bay (Kirk et al., 2006), our model does not predict such an intense and rapid GEM recovery in the ambient air (Figs. S3–4 in the Supplement).
The identity of RGM is under debate, with Amos et al. (2012) proposing a definition supposedly the same as that of GOM, while Outridge et al. (2009) and Durnford et al. (2012) found changes in air mass to play a major role in the variability of atmospheric GEM concentrations in spring and summer at the Zeppelin mountain station on the western coast of Spitsbergen, whilst Steffen et al. (2013) indicated that in-snow Hg(II) is reducible to Hg(0) more easily over land than over sea ice from GEM measurements in the ambient air near Barrow, Alaska. Additionally, open leads and polynyas between the frozen surface of seawater can also be an important source of GOM to the atmosphere (Aspmo et al., 2006; Outridge et al., 2008; Durnford et al., 2012; Fisher et al., 2012). If we are to reproduce the rate and magnitude of GEM recovery as observed in the polar boundary layer, we would need to account for these processes by using a 3-D modeling framework; this will be the subject of a further study.

This discrepancy could have been reconciled, at least partially, by designing model runs with day-to-day changes in vertical diffusivity profiles in the ABL rather than employing the same diurnal variations in vertical diffusivity over 8 days. Hence our present results do not necessarily suggest a deficiency in the chemical and physical schemes of our snowpack model in regard to the photo-reduction of Hg(II). Also, we note a fundamental limitation of the 1-D model approach in representing spatial inhomogeneity. For example, Hirdman et al. (2009) found changes in air mass to play a major role in the variability of atmospheric GEM concentrations in spring and summer at the Zeppelin mountain station on the western coast of Spitsbergen, whilst Steffen et al. (2013) indicated that in-snow Hg(II) is reducible to Hg(0) more easily over land than over sea ice from GEM measurements in the ambient air near Barrow, Alaska. Additionally, open leads and polynyas between the frozen surface of seawater can also be an important source of GOM to the atmosphere (Aspmo et al., 2006; Outridge et al., 2008; Durnford et al., 2012; Fisher et al., 2012). If we are to reproduce the rate and magnitude of GEM recovery as observed in the polar boundary layer, we would need to account for these processes by using a 3-D modeling framework; this will be the subject of a further study.

3.3 Gas–aerosol partitioning of oxidized mercury: a case in the Arctic boundary layer

Amos et al. (2012) incorporated a parameterization of gas–aerosol Hg(II) partitioning in their 3-D model of mercury chemistry and transport in the global troposphere. The empirical approach by Amos et al. (2012) related the coefficient of GOM–PBM partitioning to temperature and the total mass of aerosols in such a way that the fraction of PBM will increase with decreasing temperature and increasing aerosol mass. However, their scheme did not account for aerosol composition. They found a reasonable success of the parameterization in reproducing seasonal variations in the gas–aerosol partitioning of Hg(II) observed at North American continental sites, but little was evaluated in the polar boundary layer. On the other hand, multi-year measurements of speciated mercury, namely, GEM, reactive gaseous mercury (RGM) and PBM, at Alert, Canada, identified robust seasonal variations in the RGM-PBM partitioning at this site (Cobett et al., 2007; Steffen et al., 2014). The identity of RGM is supposedly the same as that of GOM, while being defined operationally by a sampling protocol of the instrument with its collection efficiency occasionally subject to notable artifacts (Lyman et al., 2010). Until this instrumental issue is better characterized, we have no other choice but to resort to an assumption that the measured concentrations of RGM represent the actual concentrations of GOM. Steffen et al. (2014)
showed seasonal transitions in the RGM/PBM ratios at Alert to be strongly related to temperature and the mass concentrations of haze aerosols. Our model results here suggest that bromide content in the haze aerosols, rather than the concentration of the haze aerosols themselves, is actually a key player for the determination of ratios between RGM (or GOM) and PBM during the AMDEs (Figs. 4a and 2b, top row).

A shift in the GOM–PBM partitioning has a significant consequence for the rate of deposition of oxidized mercury from the atmosphere. As shown in Fig. 4b, the net vertical flux of oxidized mercury from the atmosphere to the snowpack decreases by more than a magnitude after PBM takes over GOM in the partitioning of oxidized mercury. Dry deposition velocities for PBM contained in the sub-µm sulfate aerosols are calculated to be \( \sim 0.02 \text{ cm s}^{-1} \) in our model runs (Sect. 2.1). The apparent dry deposition velocities (defined by a ratio of the vertical flux of a trace constituent against its concentration at the same height) for a majority of GOM species (e.g., \( \text{HgBr}_2 \), \( \text{Hg(OH)}\text{Br} \), \( \text{HgCl}_2 \)) are close to the inverse of aerodynamic resistance and are thus greater than the dry deposition velocities for PBM by an order of magnitude or more (Fig. 5a–i). In other words, GOM will likely undergo localized and intense dry deposition soon after its formation in the atmosphere, whereas the impact of the PBM dry deposition will be quite modest locally and extending over greater spatial scales. From the field measurements of vertical fluxes of RGM over the Arctic snow cover, Skov et al. (2006) concluded that the dry deposition velocities of RGM were limited in general by aerodynamic resistance to the snow surface, in agreement with our simulation. Also, Steffen et al. (2014) found that the highest deposition of atmospheric mercury at Alert occurred when a major shift in the partitioning of ambient concentrations of oxidized mercury took place from PBM to RGM in May. Our model simulation is consistent with their finding at least qualitatively in that the deposition of GOM is a major source of mercury entering the surface snow. In this study, wet deposition is ignored for all the chemical species, but changes in the GOM–PBM partitioning can also make a difference in the wet deposition rate of oxidized mercury (e.g., Douglas et al., 2008; Amos et al., 2012). Considering relatively long lifetime against dry deposition, PBM contained in the sub-µm aerosols will be lost from the atmosphere primarily via wet deposition happening episodically. Unfortunately, our knowledge is still incomplete for simulating precipitation processes and their impacts on wet deposition of aerosols and gases in the polar region (Inoue et al., 2006; Korhonen et al., 2008; Shindell et al., 2008).

From 6 years of observations (1980–1986) at Alert, Barrie and Barrie (1990) showed the concentrations of “filterable bromine” to peak sharply from late March to early April. Although it has not been investigated, this seasonality may have shifted forward in recent decades (cf. Cole and Steffen, 2010). If indeed particulate bromide plays a major role in the GOM–PBM partitioning as simulated in our model, seasonal trends in particulate bromide concentrations may provide one explanation for the observed increase in RGM/PBM ratio at Alert in May (Steffen et al., 2014). In addition, thermodynamic constants adopted in our chemical scheme are consonant with observed trends in the RGM/PBM ratio against temperature. Figure 6a shows the dependence of simulated GOM–PBM partitioning on the temperature assumed for the calculations of Henry’s law for GOM species and aqueous-phase stability constants for \( \text{Hg(II)} \)-ligands in the atmospheric aerosols as well as in the LLL of the snow. If a temperature of 268 K is assumed (instead of 253 K) in calculating the \( \text{Hg(II)} \) partitioning between gas and aqueous phases, the simulated buildup of PBM after the maturity of AMDEs plateaus once the concentrations of PBM and GOM become comparable. If we assume the temperature of 298 K, the simulated levels of PBM become negligibly small and thus GOM becomes a dominant component of \( \text{Hg(II)} \) regardless of bromide content in the aerosols. In spring at Alert, median air temperatures are 248 K and 267 K, respectively, when PBM dominates RGM and vice versa (Steffen et al., 2014). We note that, even at the temperature of 253 K, GOM dominates the simulated partitioning of oxidized mercury in our model while the concentrations of particulate bromide are maintained at low levels via active multiphase recycling before the depletion of ozone. Therefore, in order to provide a satisfactory explanation for seasonality in the GOM–PBM partitioning at Alert on the basis of our proposed mechanism, it is also required to assume a non-locality of AMDEs, in that the oxidation of GEM via bromine radical chemistry has terminated by the time air masses arrive at Alert, until mid-April when PBM has been observed to dominate the partitioning almost all the time (Cobbett et al., 2007; Steffen et al., 2014). A study by Bottenheim and Chan (2006) appears to support the prevalence of distant origins of reactive halogens causing ODEs and AMDEs observed at Alert. By analyzing the cluster of 10 day backward trajectories of air masses arriving at Alert over 9 years, these authors suggested that a majority of ODEs at Alert could have been initiated several days ago over sea ice upwind across the central Arctic Ocean.

The model simulations indicate that the apparent dry deposition velocities of GOM species over the snow surface also depend on temperature, owing to the temperature dependence of \( K_H(\text{Hg(II)}) \) and \( K_{eq}(\text{Hg(II)}) \) that control the partitioning of oxidized mercury between the SIA and the LLL in the snowpack in our model (Fig. 6b). Obviously, the apparent dry deposition velocity of GOM is more than halved by raising temperature from 253 K to 298 K. However, it does not appear that the apparent dry deposition velocities of GOM species change significantly at temperatures between 253 and 268 K (see also Fig. S5 in the Supplement). Since these model runs ignored changes in the LLL thickness on the snow grains with temperature, we conducted three more sensitivity runs by calculating all the chemical and physical parameters in the model at 268 K (in which case the snowpack LLL volume increased approximately 5-fold, case 1).
Fig. 5. Apparent dry deposition velocities of GOM and its each component species (except Hg(OH)$_2$, which constitutes a minimal partitioning in GOM simulated here) at 1.5 m above the snow surface from model runs employing scenario 1A at $U_2 = 2.0$ m s$^{-1}$ (red lines), 4.5 m s$^{-1}$ (green lines), 8.5 m s$^{-1}$ (blue lines), and 12.0 m s$^{-1}$ (violet lines): (a) the sum of all GOM species, (b) HgCl$_2$, (c) HgBr, (d) HgBr$_2$, (e) Hg(OH)Cl, (f) Hg(OH)Br, (g) Hg(O)Br, (h) Hg(OBr)Br, and (i) HgClBr.

Fig. 6. Sensitivities of partitioning between GOM and PBM in the ambient air and their total air–snow fluxes on the choice of temperature-dependent thermodynamic parameters for Hg(II) species: (a) mixing ratios of GOM (solid lines) and PBM (dotted lines) simulated at $z = 1.5$ m in the ambient air above the snowpack and (b) total vertical fluxes of GOM and PBM at $z = 0$ m. Red lines denote a base case from a model run at $U_2 = 4.5$ m s$^{-1}$ and $T = 253$ K. Blue and green lines denote sensitivity runs performed with the same condition except that, for the calculations of Henry’s law ($K_H$) and aqueous-phase stability constants for halide complexes ($K_{eq}$) of Hg(II) species, $T = 268$ K and 298 K, respectively, were assumed. Scenario 1A was employed for mercury chemistry in all model runs.
and by only raising (case 2) or lowering (case 3) the snowpack LLL volume by a factor of five while keeping the temperature at 253 K for calculating all other chemical and physical parameters. Again, these sensitivity runs resulted in the apparent dry deposition velocities of GOM species similar to those obtained in our base run where all the chemical and physical properties were calculated at 253 K (see Sect. S3 and Fig. S6 in the Supplement). We note, however, that there are other limitations in our model experiments. For example, in these model runs, we did not account for changes in the LLL thickness on the snow grains with impurity concentrations (Döppenschmidt and Butt, 2000; Cho et al., 2002). Also ignored was a pivotal role of snowmelt near the melting point of water in flushing the impurities out of the snowpack (e.g., Dommergue et al., 2003). Although it is beyond our present scope, our model could be further utilized to examine the role of these processes on the dry deposition of GOM species on snow surface.

3.4 Uncertainties in the gas-phase mechanism of mercury oxidation

Even with uncertainties in gas-phase kinetics, there is almost no doubt that bromine chemistry is critically involved in the oxidation of GEM during AMDEs (Calvert and Lindberg, 2004; Dastoor et al., 2008; Xie et al., 2008; Holmes et al., 2010; Subir et al., 2011; Stephens et al., 2012). But, if we are to advance our skills in predicting the location and magnitude of oxidized mercury depositing from the atmosphere during AMDEs, a better understanding of the mechanisms for reactive halogen release is required in the first place (Abbatt et al., 2012, and references therein). For example, one of our objectives to develop the PHANTAS model was to give new insights into what may be happening inside the polar snowpack when it releases reactive bromine to the atmosphere, as discussed in Part 1. We also need a full identification of reactants involved in the GOM oxidation and a better quantification of the rate coefficient for each step of the elementary reactions.

As mentioned earlier, gas-phase oxidation of GEM initiated via reaction with Br-atoms involves a series of competing elementary reactions before ending up with thermally stable products such as HgBr$_2$ (Calvert and Lindberg, 2004; Goodsite et al., 2004, 2012). As reviewed by Subir et al. (2011), the transition state theory (TST) and the Rice–Ramsberger–Kassel–Markus (RRKM) theory have been employed to approximate the dynamics of these reactions at the quantum level (e.g., Khalizov et al., 2003; Goodsite et al., 2004, 2012); however, the rate constants estimated by both methods are subject to some level of uncertainty. Balabanov et al. (2005) and Shepler et al. (2007) performed more rigorous calculations by employing a higher level of quantum mechanical theory, supposedly more accurate than the TST and the RRKM theory, to derive the global potential energy surfaces of the reaction dynamics for the same elementary reactions involved in the Br-initiated GEM oxidation (see Sect. S1 of the Supplement). A few laboratory studies measured the rate constants of net oxidation of GEM initiated via Br-attack (e.g., Ariya et al., 2002). Unfortunately, their applicability would be limited to the environment with reactant concentrations similar to those in the experimental system and at room temperature at which the experiments were conducted. The rate constant of Reaction (R1), adopted from a laboratory study by Donohoue et al. (2006) for our model runs, was exceptional in this sense, as the experiment was designed to measure the reaction rate of this elementary step itself. Of course, this rate constant is also subject to potential errors associated with methodological uncertainties (Subir et al., 2011). Hence, for the simulation of GEM oxidation via bromine radical chemistry in the gas phase, modelers must presently choose one of the following options: (1) lumping the whole reaction steps to a single net reaction while scaling down a laboratory-determined rate constant of the net reaction, or (2) resolving each of the elementary reaction steps.
but in most cases using theoretically estimated rate constants. Here we chose the latter. We then created four basic scenarios using combinations of the rate constants for Reactions (R1), (R2), (R3) and (R6) as listed in Table 2 and tentatively selected the scenario 1A as our baseline (see Sect. 2.2).

One of the major assumptions in our scheme of mercury chemistry is the feasibility of Reaction (R6). Our choice is based on a box model study by Calvert and Lindberg (2004) in which the rate constant of $\text{HgBr} + \text{BrO}$ (Reaction R6) was simply assumed to be the same as that of $\text{HgBr} + \text{Br}$ (Reaction R3). Although recent theoretical calculations of bond energies support the viability of Reaction (R6) (Dibble et al., 2012), its rate constant adopted in our model is still considered to be highly uncertain. As a lucid test of this problem, we examined a sensitivity of simulated concentrations of GEM, GOM and PBM on Reaction (R6) by switching this reaction off (scenario 1B, see Fig. 7a–c). In this case, a further oxidation of $\text{HgBr}$ (i.e., an initial product of Br-attack on GEM) is accomplished solely by the next attack from Br-atoms, whose concentrations are generally lower by at least an order of magnitude than those of BrO radicals (Fig. 8a). Consequently, a larger fraction of HgBr dissociates to Hg and Br via Reaction (R2), dropping the net rate of GEM oxidation (Fig. 8b–c). The height of 1.5 m above the snow surface, the lowest mixing ratios of GEM simulated in 8 day model runs at $U_2 = 2.0$–$8.5$ m s$^{-1}$ are $0.018$–$0.036$ pmol mol$^{-1}$ without Reaction (R6), as compared to $0.004$–$0.018$ pmol mol$^{-1}$ in base runs with Reaction (R6). Maximum dips from the background (initial) level of GEM ($0.168$ pmol mol$^{-1}$ assumed in this study) are therefore $0.150$–$0.164$ pmol mol$^{-1}$ and $0.132$–$0.150$ pmol mol$^{-1}$ with and without Reaction (R6), respectively. Although the total amounts of GEM oxidized and GOM produced become smaller by neglecting Reaction (R6), the buildup of PBM after the maturity of AMDEs occurs more substantially than in the base runs (Fig. 7a–c). As discussed later, in the model runs without Reaction (R6), a major acceleration occurs in the net GEM oxidation when the concentrations of Br-atoms ramp up shortly before the GOM–PBM partitioning is shifted from GOM to PBM.

According to working definitions by Steffen et al. (2002) and Cole and Steffen (2010), GEM concentrations below $\sim 1$ ng m$^{-3}$ (or $\sim 0.12$ pmol mol$^{-1}$) are considered to be under the category of AMDEs. In our model runs, the lowest GEM levels simulated in the ABL always meet this criterion even without Reaction (R6) in the chemical scheme. Here we note that the temperature dependence of the gas-phase kinetics of Reaction (R2) is presumably one of the key factors for determining the net oxidation rate of GEM via reactions initiated by Br-attack (Goodsite et al., 2004). This is indicated from our estimated changes in the net oxidation rate of GEM by varying temperature between 238 and 268 K for the calculation of gas-phase mercury kinetics (Figs. 8b–c). Field observations suggest that, at the air temperature of 253 K assumed in our base model runs, AMDEs should occur nearly as often as ODEs (Tarasick and Bottenheim, 2002; Gauchard et al., 2005; Brooks et al., 2008; Cole and Steffen, 2010). All of our scenarios for mercury chemistry are successful in reproducing AMDEs concurrent with ODEs at air temperatures below 253 K.

Goodsite et al. (2004) suggested that the reactions of HgBr with OH-radical, I-atom and Br-atom are all viable pathways for the formation of thermally stable GOM. In our model runs, however, the concentrations of OH-radical are probably too low (Fig. 8a), as compared to those of Br-atom, to make a difference in the net oxidation rate of GEM. In the Antarctic ABL over the frozen ocean, inorganic iodine from unknown sources can lead to the concentrations of I-atom even higher than those of Br-atoms, making the reaction HgBr + I one of the major potential routes for the formation of stable GOM (Saiz-Lopez et al., 2008). Even in the Arctic ABL where evidence suggests relatively low concentrations of I-atom as compared to the Southern Ocean ABL, this reaction might be as important as Reaction (R3) under some circumstances (Calvert and Lindberg, 2004). We do not address this issue here, as our model scheme does not contain iodine chemistry.

The theoretical calculations of bond energies for the products of the HgBr + X reactions indicate NO$_2$ and HO$_2$ perhaps as viable as BrO to form thermally stable GOM in the atmosphere (Dibble et al., 2012). In our model runs, the atmospheric concentrations of HO$_2$-radical are on the same order as those of Br-atom (Fig. 8a). Hence, HO$_2$ appears to be a fairly strong candidate that can enhance the net oxidation rate of GEM, but probably not as much as BrO (Fig. 8d). In the SIA, as a result of the release of NO$_3$ and HONO via NO$_3^-$ photolysis on the snow grains, chances are high that the mixing ratios of NO$_2$ exceed those of BrO (e.g., Peterson and Honrath, 2001). This is the case in our model runs where the NO$_2$ mixing ratios in the SIA are similar to and sometimes well in excess of BrO mixing ratios (Fig. 9a). If indeed NO$_2$ is as reactive as Br and/or BrO towards HgBr, NO$_2$ is a strong candidate that can enhance the net oxidation rate of GEM in the SIA (Fig. 9b–d).

There are yet other possibilities of the net GEM oxidation rate in the model. For example, if the rate constant of Reaction (R1) is actually closer to a high-level theoretical estimate by Shep et al. (2007) (viz., scenario 2, see Table 2) than that adopted from an experimental study by Donohoue et al. (2006) (scenario 1), the rates of net GEM oxidation can be doubled from those simulated with the scenario 1 of mercury chemistry (Figs. S7–8 in the Supplement). Scenarios 3 and 4 also simulate greater rates of net GEM oxidation than the scenario 1, by adopting higher rate constants for Reactions (R3) and (R6) and, additionally, a lower rate constant for Reaction (R2) in the scenario 4 (Figs. S7 and S9–10 in the Supplement).

It is actually puzzling that the rate constant of Reaction (R1) determined by Donohoue et al. (2006) was significantly lower than those of net GEM oxidation initiated via Reaction (R1) as reported from other laboratory studies.
The type of surfaces conducive to the “wall effects” and their reaction mechanism(s) have not been elucidated yet. However, it will not be very surprising if redox reactions of mercury turn out to be mediated heterogeneously on various environmental surfaces (aerosols, vegetation, etc.) to a degree that they can change the overall rates of the reactions in many parts of the atmosphere (Subir et al., 2012). Although it is beyond the scope of this study, the surface adsorption of mercury compounds and their potential reactions might indeed play a role especially in the SIA because of high surface-to-volume ratios.

Kinetics of gas-phase bromine chemistry leading to ozone loss is now well understood and constrained extensively by laboratory experiments (e.g., Atkinson et al., 2007). Hence, for given concentrations of bromine radicals, the net photochemical loss rates of ozone can be estimated with greater confidence than the net oxidation rates of GEM. Scatter plots of data between the concentrations of total gaseous mercury (TGM = GEM + GOM) and ozone can thus serve as an alternative means to test the realism of our reaction mechanism for mercury. In our base runs with the scenario 1A of mercury chemistry, the concentrations of TGM and ozone (at the height of 1.5 m in the air) exhibit a compact linear relationship (Fig. 10a). This correlation becomes slightly disturbed if we assume the “fast” photo-reduction of Hg(II) in the
snowpack (scenario 1B) to accelerate the recovering of GEM after the maturity of AMDEs (Fig. 10b). If, by neglecting Reaction (R6), Br-atom is assumed to be a single reactant supporting the formation of GOM (scenario 1C), the relationship becomes non-linear in that the rate of net GEM oxidation is accelerated as ozone is depleted to sufficiently low levels (Fig. 10c). Here, we note that the simulated concentrations of Br-atom ramp up particularly when ozone levels drop below 10 nmol mol$^{-1}$, in reasonable agreement with evidence from field studies (see Sect. 3.2 in Part 1). The scatter plots of the same kind have been created by using field data obtained in the polar regions from both hemispheres, showing roughly linear relationships between the TGM and ozone concentrations (Schroeder et al., 1998; Ebinghaus et al., 2002); although not conclusively, the field data appear to favor the scenario of Reaction (R6) operating effectively during the AMDEs if we adopt scenario 1 for the rate constants of Reactions (R1), (R2) and (R3). On the other hand, the viability of Reaction (R6) does not appear to be well supported if we adopt scenarios 2; in this case, TGM is depleted rather too rapidly as compared to ozone if we turn on Reaction (R6) and make it operate at the same rate constant as Reaction (R3) (Fig. 10d and f). In scenario 3, model results on the correlations between TGM and ozone do not strongly negate the viability of Reaction (R6) (Fig. 10g–i). In scenario 4, the thermal decomposition of HgBr (R2) is not fast enough at the temperature of 253 K assumed here to compete with reactions that stabilize HgBr to Hg(II) species. In scenario 4C, as much as 87% of HgBr is stabilized to HgBr$_2$ even by 1 pmol mol$^{-1}$ of Br-atoms. Therefore, switching on Reaction (R6) in scenario 4A does not significantly increase the net oxidation rate of GEM. Nonetheless, the curve of relationships between the concentrations of TGM and ozone becomes somewhat more linear by neglecting Reaction (R6) in scenario 4C than in scenario 4A (Fig. 10j and l). In scenarios 3B and 4B, by employing the faster rates of in-snow Hg(II) photo-reduction, the curves of relationships between the TGM and ozone concentrations can be made apparently more linear, albeit with lower correlations between the two variables, than in scenarios 3A and 4A (Fig. 10h and k). Comparison between models and observations using such scatter plots will become more compelling by using a 3-D model simulating the transport of bromine, ozone and...
mercury and their chemical interactions over a wide range of temperatures (e.g., Holmes et al., 2010). In our simulated conditions, scenarios 1A and 4C obtain similar rates of net GEM oxidation and resultant TGM depletion in the ABL (Fig. S7 in the Supplement and Fig. 10a and l), despite the fact that Reaction (R6) turned on in the former and off in the latter. Also, GOM builds up in the air at similar rates between these two scenarios. However, the speciation of GOM is quite different between the two scenarios. In scenario 4C, HgBr$_2$ is a single stable product from gas-phase reactions subsequent to Br-attack on GEM. HgBr$_2$ is then converted mainly to HgBrCl and HgCl$_2$ via ion-exchange reactions in the aerosols (see discussion in Sect. 3.1), and thus these three species constitute a predominant component of GOM (Fig. 11). This is remarkably different from a situation in scenario 1A where more than...
Fig. 11. Speciation of GOM and PBM at \( z = 1.5 \) m in ambient air above the snowpack as simulated with scenario 4C at \( U_2 = 4.5 \) m s\(^{-1}\). Because of very low mixing ratios simulated, GOM species other than HgBr\(_2\), HgCl\(_2\), HgClBr and HgBr are neglected in this plot.

Fig. 12. Correlations between the daytime column amount of BrO in the atmosphere and the daily net deposition of mercury, either excluding GEM (a–c) or including GEM (d–f), from the atmosphere to the snowpack on each simulated day (day 1 to 8), plotted collectively from model runs at \( U_2 = 2.0 \) m s\(^{-1}\), 4.5 m s\(^{-1}\), 8.5 m s\(^{-1}\), and 12.0 m s\(^{-1}\) for each of the scenarios 1A–C: (a) and (d) scenario 1A, (b) and (e) scenario 1B, and (c) and (f) scenario 1C.

half of the GOM is made up of other species: Hg(OH)Br, Hg(O)Br and Hg(OBr)Br formed via gas-phase reactions and Hg(OH)Cl formed via ion-exchange reactions subsequent to the aerosol uptake of Hg(OH)Br (Fig. 4a). Hence, if some of these oxygen-containing mercury species can be detected by instruments deployed in the field, it may provide a basis for better understanding of whether the GEM oxidation during AMDEs involves BrO-radical in addition to Br-atom as assumed in the base case in this study.

3.5 Relationship between BrO columns and the deposition of oxidized mercury in the ABL

In our base runs with Reaction (R6) in the chemical scheme (scenario 1A), the model predicts a fairly compact linear relationship between the “daytime” (5:00–19:00 in local solar time) mean of atmospheric BrO column densities and the daily mean of total depositional fluxes of GOM and PBM (Fig. 12a). As discussed earlier, the net oxidation of GEM is facilitated strongly via Reaction (R6) if it is included in the model (except for scenario 4A, see Sect. 3.4). Also, while high levels of BrO are present in the ABL, the accumulation of bromide in sub-\( \mu \)m aerosols remains minimal and thus the
model predicts GOM dominating PBM in the partitioning of oxidized mercury as discussed in Sect. 3.3. Then, the dry deposition of GOM takes place rapidly enough to accomplish a near-complete loss of the oxidized mercury products from the atmosphere on the timescale of a day. The strong correlation \( r^2 = 0.82 \) between BrO columns and the depositional fluxes of GOM + PBM is also a consequence of increasing atmospheric BrO column values with increasing ABL thickness (see Sect. 3.5 in Part I); the total amount of mercury oxidized and then deposited tends to be greater as the ABL gets deeper in response to increased surface wind speed assumed for diagnosing the profiles of turbulent diffusivity.

The correlation between BrO columns and the depositional fluxes of GOM + PBM increases even more \( (r^2 = 0.97) \) in scenario 1B where the faster photo-reduction of Hg(II) in the snowpack maintains the atmospheric concentrations of mercury higher than in the case of scenario 1A (Fig. 12b). However, if we examine relationship between BrO columns and the net depositional fluxes of total mercury including GEM (Fig. 12d–e), the correlation is much weaker in the scenario 1B \( (r^2 = 0.14) \) compared to scenario 1A \( (r^2 = 0.62) \). Thus, if the re-emissions of deposited mercury from the snowpack occur swiftly on the turnover timescale of \( \sim 3 \) days as assumed in the scenario 1B, the atmospheric concentration of reactive bromine is not a dominant predictor of the net loss of mercury from the atmosphere during the AMDEs; in this case, mechanisms and kinetics for the in-snow photo-reduction of Hg(II) are as important as the behavior of reactive bromine in the ABL.

The relationship between BrO columns and the deposition of GOM + PBM becomes somewhat scattered in scenario 1C where Reaction (R6) is switched off (Fig. 12b). In this scenario, the simulated rate of net GEM oxidation does not maximize when BrO reaches its highest levels, because temporal trends of the mixing ratios of BrO and Br-atom are not nearly coherent (Fig. 8a). Nonetheless, there is still a sufficiently strong correlation \( (r^2 = 0.59) \) between BrO columns and the deposition of GOM + PBM because, in the entire cycle of AMDEs/ODEs, the mixing ratios of BrO and Br-atom are more or less correlated and because of the relationship between the ABL thickness and the total column amount of mercury being oxidized/deposited as noted above. In scenario 1C, the correlation between BrO columns and the net depositional fluxes of total mercury is as strong as in the scenario 1A \( (r^2 = 0.66) \), see Fig. 12f). Results from model runs with scenarios 2–4 of mercury chemistry exhibit the same general trends as those with the scenario 1 in the correlations between BrO columns and the depositional fluxes of Hg(II), except that the correlations become stronger with Reaction (R6) switched off (Figs. S11a–f, S12a–f and S13a–f in the Supplement).

Owing to inadequate understanding at the process level, it remains a challenge to assign the source strength of reactive bromine correctly across different domains of the troposphere, in particular for natural processes such as those involving saline ice surfaces and sea-salt aerosols, in 3-D models (e.g., Theys et al., 2011; Toyota et al., 2011; Parrella et al., 2012). Therefore, if one wishes to assess the deposition of mercury from the polar boundary layer by a 3-D model, it is useful to begin with BrO column data retrieved from satellite as external constraint for the simulation of AMDEs (e.g., Dastoor et al., 2008), as long as the satellite data are carefully processed to screen out BrO residing above the ABL (e.g., Theys et al., 2011; Sihler et al., 2012) and the concentrations of Br-atom are estimated reasonably well from those of BrO by exploiting some ancillary data to calculate the Br/BrO concentration ratios (e.g., Zeng et al., 2006).

### 3.6 In-snow behavior of mercury after its deposition

Figure 13a–e shows the temporal evolution of total dissolved mercury (THg) and its speciation in the LLL in each of the top six layers (0–3 cm depth) of snowpack as simulated with scenario 1A of mercury chemistry at \( U_2 = 4.5 \text{ m s}^{-1} \). The model predicts that a major portion of GOM entering the snowpack from the atmosphere is taken up by snow grains within the top 1 mm layer. Until day 4, a rapid increase in the THg loading (up to \( \sim 350 \text{ ng L}^{-1} \)) occurs in this top layer during the daytime, which parallels (with a short delay) changes in the dry depositional fluxes of GOM (Fig. 4b). The dry deposition of PBM has a minimal impact on the THg loading in the snowpack, as discussed in Sect. 3.3. The increase in the top-layer THg levels during the day is followed by plateaus at night as a result of vertical diffusion down through the LLL network with a smaller supply from the atmosphere. Underneath the top 1 mm layer, THg is sourced mostly via the vertical diffusion of oxidized mercury deposited from the atmosphere through the LLL network. However, this happens only within the top few centimeters of snowpack during the 8-day time span of our model run (Fig. 14a). THg builds up obviously at lower rates below the top 1 mm layer. But, within the top 1 cm layer, the delay in the THg buildup is on the order of a few days only. Thus, changes in the mean concentrations of THg in the top 3 cm layer of snowpack are represented well by the loading of mercury in the top 1 cm (Fig. 13f). Further below the depth of 3 cm, the photo-oxidation of GEM in the SIA is a major source of THg (see Sect. 3.2), but it only results in a marginal loading of THg up to the order of 0.1 ng L\(^{-1}\) over 8 days (Fig. 14a).

If the vertical diffusion through the LLL network is switched off, the model predicts that up to around 1000 ng L\(^{-1}\) of THg can accumulate in the top 1 mm layer of snowpack (Fig. 14b). On the other hand, below the depth of 1 mm, the THg levels never exceed 1 ng L\(^{-1}\) over 8 days. Douglas et al. (2005) measured dissolved mercury concentrations in frost flowers, hoar frost and “reference snow” along sea-ice leads sampled near Barrow in the spring of 2003 and 2004. In one sample of surface hoar with an estimated age of \( \sim 11 \) days, they measured 820 ng L\(^{-1}\) of mercury, as
compared to 91 ng L\(^{-1}\) found in the reference snow sampled nearby. This observation might indicate that mercury deposited from the atmosphere can stay in a very thin layer at the top of the snowpack without migrating much into the bulk of underlying snowpack over 10 days or so. However, the hoar frost itself is formed and grows by the condensation of water vapor and thus deposited mercury might be occluded inside the ice structure via burial uptake (Douglas and Sturm, 2004). If this occurs, the deposited mercury would be indeed much less mobile than in the LLL network (Asaduzzaman et al., 2012).

Simulated speciation of THg is dominated by HgCl\(_2^–\), HgCl\(_3\)Br\(_2^2–\), HgCl\(_3\)Br\(_2^2–\) and HgClBr\(_2^2–\) (Fig. 13a–f). Concentration ratios between these major species exhibit notable variations with time especially in the top 1 mm layer, in response to changes in bromide concentrations via multiphase photochemical processing (see Fig. 4, bottom row, in Part 1). The initial molar ratio between bromide and chloride in the LLL was assumed to be the same as that in seawater (= 1/650, Millero et al., 2008). Although our model ignored wind-blown snow (Jones et al., 2009) and its sublimated residues (or sea-salt aerosols) (Yang et al., 2008) over the frozen ocean, the speciation of Hg(II) in these atmospheric particles would not be very different from what is simulated in the LLL of our model snowpack. In the wind-blown snow particles sampled at Barrow, Brooks et al. (2008) measured as high as \(~500\) ng L\(^{-1}\) of mercury. For the study of Hg(II) speciation in seawater, a few thermodynamic models have considered the formation of mixed-halide Hg(II) complexes. For example, Dyrssen and Wedborg (1980), as cited in Lindqvist and Rodhe (1985), estimated that ca. 18 \% of inorganic Hg(II) in seawater would exist as mixed Hg(II)-chloride-bromide compounds (HgCl\(_3\)Br\(_2^2–\), HgCl\(_3\)Br\(_2^2–\) and HgClBr).

Here we note that the role of DOM is ignored in our chemical scheme. Hg(II)-(organo-)sulfur complexes formed via interactions with humic materials can dominate the Hg(II) speciation in terrestrial and estuarine waters, but this is rather unlikely to be the case in the ocean remote from the coast (e.g., Mantoura et al., 1978). Hence, even if the humic materials are rejected from freezing seawater into brine along with inorganic solutes (e.g., Giannelli et al., 2001), the fraction of organically bound Hg(II) in brine-laden sea ice and overlying snowpack is expected to be smaller than the fraction bound to chloride and bromide (Mantoura et al., 1978). Observational evidence, however, suggests that biological activities can create (and also consume) DOM in the sea ice (Thomas et al., 2001). This leaves some possibility that a notable fraction of Hg(II) is bound to organic matters not only in the terrestrial snow cover but also in the snowpack on land-fast ice and even on pelagic sea ice.

Figure 15 shows changes in the buildup rate of THg in the top 3 cm of snowpack from eight model runs (at four different wind speeds and with two different in-snow Hg(II) photo-reduction scenarios). As noted in Sect. 3.5, the deposition of oxidized mercury from the atmosphere is simulated to increase with the increase in diagnosed ABL thickness, as the surface wind speed is increased (see Sect. 2.7 in
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**Fig. 13.** Total concentrations and speciation of dissolved mercury in the top 3 cm of snowpack as simulated with scenario 1A at \(U_2 = 4.5\) m s\(^{-1}\): (a) 0–0.1 mm depth (the topmost snowpack layer), (b) 0.1–1 mm depth, (c) 0.1–1 cm depth, (d) 1–2 cm depth, (e) 2–3 cm depth, and (f) average over the top 3 cm.
Part 1). At $U_2 = 2.0 \text{ m s}^{-1}$ where the ABL thickness never exceeds 44 m, THg accumulation in the top 3 cm of snowpack does not exceed 5 ng L$^{-1}$ over the course of simulated AMDEs. At higher wind speeds ($U_2 = 4.5–12.0 \text{ m s}^{-1}$) and hence with greater ABL thickness (119–429 m), the top 3 cm snow accumulates up to 14–57 ng L$^{-1}$ of THg at some point of each model run over 8 days. The increases in the snowpack THg levels either drop significantly or reverse to decreasing trends, once the partitioning of oxidized mercury in the ABL is shifted from GOM to PBM. This gives a possible explanation for sometimes a positive and other times a lack of connection between mercury levels in the surface snow and the depletion of mercury in the surface air (Durnford and Dastoor, 2011, and references therein).

4 Conclusions

To study the physical and chemical processes involved in reactive bromine release and its impacts on AMDEs and ODEs in the springtime Arctic, we have developed PHANTAS, a 1-D model that simulates multiphase chemistry and transport of trace constituents throughout porous snowpack and in the overlying ABL. A common set of reactions is employed to describe multiphase chemistry of a gas–aerosol system in the atmosphere and of a gas–liquid/brine system in the snowpack. Building on results reported in Part 1 of the study on in-snow bromine activation and its two-way interactions with ozone (Toyota et al., 2014), this paper is focused on processes related to AMDEs. For the chemical mechanism of mercury, we have incorporated an explicit description of each elementary step involved in the net oxidation of GEM to GOM with temperature-dependent rate coefficients adopted from the literature. We have tested several scenarios of the kinetic reaction rates and the chemical mechanisms based on the past theoretical and experimental studies. Also, for a description of the gas–aerosol and gas–LLL partitioning of Hg(II) species, we have used Henry’s law for GOM and thermodynamic equilibrium constants for the coordination complexes of Hg(II) with chloride (Cl$^-$), bromide (Br$^-$) and hydroxyl (OH$^-$) in the aqueous phase (viz., sulfate aerosols in the air and the LLL in the snowpack) with temperature dependence adopted directly from the literature and/or estimated from reference thermodynamic data. Sensitivity studies have been performed to explore the effects of changes in temperature and the profiles of vertical diffusivity in the ABL on the behavior of mercury in the air–snowpack system.

According to our model runs, during AMDEs, there is a fair possibility for BrO radical to participate critically in the net oxidation of GEM via reaction with HgBr, which is a thermally unstable initial product formed via the reaction Hg + Br. The timing of major GEM oxidation during the concurrent progress of AMDEs and ODEs is shown to depend strongly on whether or not the reaction HgBr + BrO is viable under atmospheric conditions and proceeds at a sufficiently fast rate. In the SIA, NO$_2$ might also play a key role in the formation of a thermally stable oxidized mercury via the reaction HgBr + NO$_2$. On the basis of theoretical calculations of bond energies, Dibble et al. (2012) indicated the viability of these reactions under atmospheric conditions. However, their rate constants have not been explored theoretically or experimentally and hence are recommended to be studied in the future. Also, the speciation of GOM can change significantly if species other than Br-atom are involved in the stabilization of HgBr after its formation via Br-attack on GEM. This may be verified if measurements of GOM speciation are accomplished in the field (e.g., Ariya et al., 2002; Raofie and Ariya, 2004). For example, the predominance of oxygenated mercury species such as Hg(Ob)Br and Hg(OH)Br over HgBr$_2$ is a strong indication that BrO is involved critically in the stabilization of HgBr during the AMDEs.
The gas–aerosol partitioning of oxidized mercury was predicted to be sensitive to bromide content in the aerosols. According to model calculations (e.g., Sander et al., 1997; Toyota et al., 2014), in the springtime Arctic, high concentrations of particulate bromide are encountered especially in air masses where ozone is significantly depleted. While in the buildup stage of reactive bromine in the ABL with relatively high concentrations of ozone, multiphase recycling occurs very actively to maintain the concentrations of particulate bromide to minimal levels. At this point, a vast majority of oxidized mercury stays in the gas phase as GOM. Only when particulate bromide starts building up in the air, does GOM become susceptible to uptake to the aerosols to form PBM. Here, HgBr\(_2\) constitutes a dominant fraction of PBM in our model runs. Owing to the temperature dependence of the estimated thermodynamic constants, the buildup of PBM is predicted to be suppressed significantly when temperature is raised from 253 K to 268 K due to changes in the Henry’s law of Hg(II) species and the stability of their coordination complexes in the model. This appears to be consistent, at least qualitatively, with the temperature dependence of the observed GOM–PBM partitioning at Alert (Cobbett et al., 2007; Steffen et al., 2014). We have used reference thermochemical data from Wagman et al. (1982) and Hepler and Olofsson (1975) to derive thermodynamic constants and their temperature dependence for the simulation of GOM–PBM partitioning. But these constants should be re-examined experimentally.

Sulfate aerosols prevailing in the Arctic haze are too acidic (Li, 1994; Staebler et al., 1999) to build up particulate chloride via uptake of gaseous HCl. On the other hand, if PBM is formed in deliquesced sea-salt aerosols (currently ignored in our model), its speciation patterns would be similar to what is simulated in the LLL of our modeled snowpack, perhaps dominated by HgCl\(_4^{2-}\), HgCl\(_3\)Br\(_2\), HgCl\(_2\)Br\(_2\) and HgClBr\(_3\). The role of sea-salt aerosols as an efficient scavenger of GOM has been examined in a few box model studies based on aqueous-phase mechanisms including the formation of coordination complexes similar to ours but without the temperature dependence of the thermodynamic constants (Hedgecock et al., 2005; Xie et al., 2008; Holmes et al., 2009). We note, however, that, in a study of the GOM–PBM partitioning using observational data at Alert, Steffen et al. (2014) suggested sea-salt aerosols to be of secondary importance because they were not so abundant as sulfate aerosols.

During field measurements of speciated mercury, ozone and BrO in the surface air on sea ice near Barrow in March 2009, temporal changes in the concentrations of GEM, PBM and ozone exhibited a linear relationship in that PBM built up when GEM and ozone were depleted, whereas the concentration of RGM was not correlated very well with any of them but with that of BrO (Staebler et al., 2013). This observation gives a strong support to our present model results in the following two aspects: (1) PBM builds up via the aerosol uptake of GOM when particulate bromide levels increase as a result of ozone depletion in the air and (2) BrO is involved in the net oxidation of GEM during AMDEs. A caveat is that one field study at Ny Ålesund, Svalbard, indicated a persistence of relatively high particulate bromide levels regardless of ozone concentration levels in the air (Staebler et al., 1999). If actual factors controlling the atmospheric concentrations of particulate bromide are largely misrepresented in
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**Fig. 15.** Total concentrations of dissolved mercury averaged in the top 3 cm of snowpack at the end of each day (from day 1 to day 8) as simulated in model runs employing scenarios 1A and 1B (“slow” and “fast” in-snow Hg(II) photo-reduction scenarios, respectively) at \( U_2 = 2.0 \text{ m s}^{-1}, 4.5 \text{ m s}^{-1}, 8.5 \text{ m s}^{-1}, \) and \( 12.0 \text{ m s}^{-1} \).
our model calculations, the GOM–PBM partitioning during AMDEs may be not as sensitive to the progress of concurrent ODEs as simulated in our model. This will be the case especially when particulate bromide is sourced via sublimation of wind-blown snow (Yang et al., 2008).

GOM is predicted to be very susceptible to dry deposition to the snow surface, in agreement with a field study of RGM vertical fluxes (Skov et al., 2006). Since the dry deposition of PBM (in the sub-µm size range) occurs much more slowly than that of GOM, PBM is not expected to be deposited readily after its formation unless scavenged by episodic precipitation. Therefore, during the AMDEs, a major input of oxidized mercury from the atmosphere to the snowpack is simulated to take place by the deposition of GOM. This is consistent with some of the previous observational studies, which found a strong link between high levels of GOM in the surface air and the accumulation of deposited mercury in the surface snow in the springtime Arctic (Lindberg et al., 2002; Subir et al., 2012).

As a final note, we have discussed the multiphase partitioning of mercury species from the viewpoint of Henry’s law and ionic interactions in the aqueous phase. This approach makes much sense for simulating the partitioning of mercury into deliquesced aerosols. Sulfate is indeed a primary component of dry mass in Arctic “haze” aerosols (e.g., Staebler et al., 1999; Quinn et al., 2007) and, with incomplete neutralization by ammonium typical of the Arctic, the multi-component system of NH₄HSO₄–H₂SO₄–H₂O is expected to remain as liquid (or deliquesced) particles rather than solids over the wide ranges of temperature and relative humidity (e.g., Cziczo and Abbatt, 2001). In snowpack, however, the interface between SIA and snow grains may not be always coated by liquid/brine-like layers as assumed in our model (e.g., Domine et al., 2013). While the so-called “quasi-liquid layer” is known to exist at temperatures down to ~200 K even on the surface of ice virtually free from any contaminants, the uptake of gaseous species on such an ice surface is often represented better by adsorption on the solid surface (Abbatt, 2003). Thus, high concentrations of mercury observed during the Arctic springtime in diamond dust and surface hoar on the snowpack have been attributed to the efficient uptake of GOM via surface adsorption or via “burial” uptake through co-adsorption with water vapor (Douglas et al., 2005, 2008). At this point, however, the ice-surface adsorption of GOM is a qualitative speculation based on the experimentally known picture of ice-surface adsorption for non-mercury species (e.g., Abbatt, 2003) and of the GOM adsorption on solid substrates other than ice at higher temperatures than those of our present interest (e.g., Rutter and Schauer, 2007; Subir et al., 2012). On the other hand, by measuring the adsorption isotherm of GEM on ice itself, Bartels-Rausch et al. (2008) indicated that the ice-surface adsorption of GEM should barely facilitate its mass transfer from the air to the snowpack. Although the GOM adsorption on “brine-less” ice needs to be studied experimentally in the future, we suggest that the aqueous-phase ligand chemistry of halides (Cl⁻ and Br⁻) gives an alternative explanation for the efficient uptake of GOM in coastal and marine snowpack during the polar springtime.

In conclusion, our model simulations have the following implications: to predict the exact timing and magnitude of AMDEs and their impacts on the mercury loading in the polar snow cover, we would likely need also to predict correctly the concurrent progress of ODEs and its impacts on the partitioning of reactive bromine in the gas phase and on bromide content in the aerosols along with the vertical structure of the events.

Supplementary material related to this article is available online at http://www.atmos-chem-phys.net/14/4135/2014/acp-14-4135-2014-supplement.pdf.
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Appendix A

Thermodynamic equilibria for Hg(II)-halide complexes in the aqueous phase

The aqueous-phase equilibrium constant $K^\Theta$ at standard ambient temperature ($T^\Theta = 298.15$ K) for a reversible reaction $A_1 + A_2 + \cdots \rightleftharpoons B_1 + B_2 + \cdots$ is obtained by

$$K^\Theta = \prod [B_i] / \prod [A_i] = \exp \left( \frac{-\Delta G^\Theta}{RT^\Theta} \right). \quad (A1)$$

where $\Delta G^\Theta$ is a net change in the Gibbs free energy (i.e., $\sum \Delta G_i^\Theta(B_i) - \sum \Delta G_i^\Theta(A_i)$), and $R$ is the gas constant. According to the van’t Hoff equation, temperature dependence of the equilibrium constant can be expressed by using a net change in the standard enthalpy, $\Delta H^\Theta = \sum \Delta H_i^\Theta(B_i) - \sum \Delta H_i^\Theta(A_i)$:

$$K(T) = K^\Theta \times \exp \left[ \frac{-\Delta H^\Theta}{R} \left( \frac{1}{T} - \frac{1}{T^\Theta} \right) \right]. \quad (A2)$$

In this study, we simulate the formation of coordination complexes of Hg(II) with chloride, bromide and hydroxyl anions in aerosols and in the LLL of snowpack. In the case of coordination complexes formed with a single type of anions (e.g., HgCl$_2$$^-)$, $K(T)$ can be calculated simply by using the values of $\Delta G_i^\Theta$ and $\Delta H_i^\Theta$ available from a critical review on the thermochemical constants of mercury compounds by Hepler and Olofsson (1975) and a comprehensive thermochemical table compiled by Wagman et al. (1982).

For mixed-ligand formation such as in the Hg(II)-chloride-bromide system, we employ an empirical approach proposed by Marcus and Eliezer (1962) and Spiro and Hume (1963). For example, exchange between Cl$^-$ and Br$^-$ in a saturated, tetrahedral coordination, consisting of four halide anions around Hg$^{2+}$, will proceed in the following stoichiometry:

$$\text{HgCl}_4^{2-} + n \text{Br}^- \rightleftharpoons \text{HgCl}_{4-n} \text{Br}_n^{2-} + n \text{Cl}^- \quad (n = 1 - 4).$$

The calculation of the equilibrium constant for each step of this halide exchange begins with looking at changes in free energy by total replacement:

$$\text{HgCl}_4^{2-} + 4 \text{Br}^- \rightleftharpoons \text{HgBr}_4^{2-} + 4 \text{Cl}^-,$$

where the $\Delta G_i^\Theta$ and $\Delta H_i^\Theta$ values for each species in this reaction are taken from Hepler and Olofsson (1975) and/or Wagman et al. (1982). This free energy change is divided equally between the successive replacement steps and then a contribution from an entropy change arising from the mixing of the ligands (“statistical effect”) is added. These procedures end up in the following formulation:

$$\log \gamma_n = \frac{n}{4} \log \gamma_4 + \log \frac{4!}{(4-n)!n!}. \quad (A3)$$

where

$$\gamma_n = \frac{[\text{HgCl}_{4-n} \text{Br}_n^{2-}][\text{Cl}^-]^n}{[\text{HgCl}_4^{2-}][\text{Br}^-]^n}.$$