Evolution of Antarctic ozone in September–December predicted by CCMVal-2 model simulations for the 21st century
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Abstract. Chemistry-Climate Model Validation phase 2 (CCMVal-2) model simulations are used to analyze Antarctic ozone increases in 2000–2100 during local spring and early summer, both vertically integrated and at several pressure levels in the lower stratosphere. Multi-model median trends of monthly zonal mean total ozone column (TOC), ozone volume mixing ratio (VMR), wind speed and temperature poleward of 60° S are investigated. Median values are used to account for large variability in models, and the associated uncertainty is calculated using a bootstrapping technique. According to the trend derived from the twelve CCMVal-2 models selected, Antarctic TOC will not return to a 1965 baseline, an average of 1960–1969 values, by the end of the 21st century in September–November, but will return in ~2080 in December. The speed of December ozone depletion before 2000 was slower compared to spring months, and thus the decadal rate of December TOC increase after 2000 is also slower. Projected trends in December ozone VMR at 20–100 hPa show a much slower rate of ozone recovery, particularly at 50–70 hPa, than for spring months. Trends in temperature and winds at 20–150 hPa are also analyzed in order to attribute the projected slow increase of December ozone and to investigate future changes in the Antarctic atmosphere in general, including some aspects of the polar vortex breakup.

1 Introduction

It has been over 25 yr since the first measurements of significant stratospheric ozone depletion over Antarctica (Farman et al., 1985) was linked with an increase in anthropogenic halogen loading (e.g., Solomon et al., 1986). That discovery contributed to the establishment of the Montreal Protocol in 1987 to regulate global emissions of ozone depleting substances (ODS), such as chlorofluorocarbons (CFCs), containing Cl\(^{y}\) and Br\(^{y}\) compounds. A peak in total combined chlorine surface abundances was observed in mid-1990s, and these are now either zero or in decline (WMO, 2007). Such decline is often measured by Equivalent Effective Stratospheric Chlorine (EESC) levels. EESC combines Cl\(^{y}\) and Br\(^{y}\) into a single quantity that leads to ozone depletion. Following on from the decline in surface emissions, global mean concentrations of EESC are now decreasing as well (e.g. Newman et al., 2007). Successful outcomes of global agreements, such as the Montreal Protocol, provide an example that regulations of anthropogenic emissions entering the atmosphere are achievable and beneficial. Establishing if the ozone layer over Antarctica has begun to recover and how long the recovery to pre-ozone hole levels might take is important, as this information may inform future policy on halogen compound production. The subject of when the ozone recovers and at what rates has many other important implications, such as possible effects of this process on surface climate in Antarctica (Perlwitz et al., 2008) and over the Southern Hemisphere in general (Son et al., 2010). Antarctic ozone increase may also affect lower stratospheric circulation and mean age of air in the Northern Hemisphere (Deushi and Shibata, 2011).

One available method to investigate how a reduction in atmospheric halogen loading to natural “background” levels will lead to stratospheric ozone recovery in the near future is to analyze simulations from state-of-the-art coupled chemistry-climate models (CCMs). Such models are widely
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used to predict the future behavior of stratospheric ozone in response to different forcings (e.g. Eyring et al., 2007). They provide simulations of various atmospheric parameters in three-dimensional space coupled with fully interactive stratospheric ozone chemistry. The degree of ozone recovery can also be affected by other changes in the atmospheric composition, such as current and future increase in concentrations of greenhouse gases (GHG). These will affect ozone levels and complicate the attribution of direct ozone recovery from decreased halogens (Eyring et al., 2010b).

Numerous results on regional and global ozone and climate applications have already been derived from CCMVal-2 model simulations (e.g. Eyring et al., 2010a). CCMVal-2 model studies that consider future projections of total ozone column (TOC) often use annual globally averaged TOC over extra-polar latitudes and mean October monthly zonal mean TOC values to represent Antarctic spring ozone trends (e.g. Austin et al., 2010a). Different from other studies, the present analysis focuses on unique aspects of future Antarctic ozone increase, in particular monthly rates and speeds of TOC increase in austral spring and early summer (September–December).

Several studies have investigated the predicted relationship between stratospheric chlorine loading and TOC from CCMVal-2 model output (e.g. Eyring et al., 2010a; Oman et al., 2010). Austin et al. (2010a) considered the decline and recovery of Antarctic October multi-model mean TOC using CCMVal-2 future simulations with respect to both a 1960 and a 1980 baseline. A direct comparison with October mean Cl$_2$ at 50 hPa and TOC found a very similar trend between the two when a 1980 baseline is selected with both quantities returning to baseline values in ~2055. When a 1960 baseline is chosen, the October mean Cl$_2$ at 50 hPa does not return to baseline before the end of the century, and the October TOC returns shortly before 2100. Oman et al. (2010) found a similar result, relative to a 1960 baseline, when considering the partial column ozone at 500–20 hPa. These model studies indicate that EESC levels will greatly influence the return pattern of increasing ozone subsequent to peak depletion. The effect of increasing GHG emissions on climate change will also affect the ozone return date to a 1960 value, especially towards the end of the 21st century. Here we consider projections of Antarctic ozone increase due to both decreasing ODSs and climate change, rather than a relationship between stratospheric chlorine levels and ozone.

Ozone recovery is usually expressed in terms of an ozone increase related to a removal of anthropogenically produced ODSs (WMO, 2007). Ozone return date refers to ozone increase to a pre-defined level (or reference year such as 1980 or 1960) prior to the depletion period. As a result, return of stratospheric ozone to a certain pre-defined value and a full ozone recovery can be reached at different times (e.g. Waugh et al., 2009; Eyring et al., 2010a).

Newman et al. (2006) found that full ozone recovery to 1980 levels, based purely on future ODS levels, will occur around 2068. Oman et al. (2010) considered evolution of partial columns in the 21st century and found that for the lower stratosphere (integrated over the 500–20 hPa range), peak spring ozone (October) returned to 1960 levels in ~2090. That study included a similar selection of REF-B2 model simulations as we used. They also calculated a multi-model trend in EESC at 50 hPa and found a decrease to ~85 % of 1960 levels by 2100 (see Fig. 10 in Oman et al., 2010), therefore attributing much of the trend in the lower stratosphere October ozone to the trend in EESC. Eyring et al. (2010b) considered different GHG sensitivity simulations for CCMVal-2 models and found that the SRES A2 scenario (more GHGs by 2100 than in the A1B scenario) resulted in a decrease of ozone in the lower stratosphere during the 21st century. The B1 scenario (less GHGs by 2100 than in the A1B scenario) leads to an increase in ozone by the end of the century. However, the overall differences resulting from different GHG scenarios were minor. Alternatively, Waugh et al. (2009) found that when the effect of climate change alone was considered, there were minimal decadal-scale variations in Antarctic spring ozone from 1960 until 2100. In that study, mean October ozone VMR at 50 hPa, as well as October TOC, were predicted to recover to a 1960 value by 2100 due to the combined forcing effect of GHG and ODS. Using a single CCM, Perlwitz et al. (2008) found that with chlorine fixed at 1960 values and using the A1B GHG scenario, October ozone at 70 hPa did not fluctuate significantly in 2000–2099. However, it could also be that the 1960 levels of chlorine were not sufficient to exert enough influence on ozone, compared to the amount that was observed in the mid-1990s.

The aim of this study is to analyze Antarctic ozone evolution and return dates with respect to a historical baseline of 1960–1969 values using the output from several CCMs. This baseline level is an averaged value of TOC that has not yet been significantly perturbed by ODS. There are differing opinions on what time period to select as a baseline for ozone recovery estimations. It is common to use the 1980 value (e.g. WMO, 2007), which is an average of 1975–1984 values, as the Antarctic ozone depletion was relatively small at that time. On the other hand, Newman et al. (2007) reported that EESC have been increasing rapidly before 1985, and thus the 1975–1984 baseline period may not correspond to the unperturbed ozone state. In this work, a baseline derived from a mean of 1960–1969 values is used, hereafter referred to as a 1965 baseline, as stratospheric ozone was not yet significantly affected by anthropogenic halogen emissions at that time (e.g. Farman et al., 1985). This is further supported by the Jones and Shanklin (1995) results, who found that a decline in the ozone concentration during October became apparent in the early 1970s, while Hofmann et al. (1997) looked at 10 yr of ozonesonde data from the South Pole and found that there was no ozone depletion before 1970.

In this work, we investigate the projected evolution of Antarctic ozone using monthly mean simulated TOC data.
in September–December zonally averaged poleward of 60°S and analyze variations of TOC with respect to the corresponding pre-ozone hole baseline levels. While many studies that focus on the ozone hole employ multi-model mean TOC values, we use multi-model median TOC and ozone mixing volume ratio (VMR). As the spread in individual model outputs can be large, especially for ozone concentrations at various pressure levels, using the median function gives an advantage of assigning a lower weight to the most deviating data. To quantify the uncertainty associated with the multi-model median values, namely a 95% confidence level, a bootstrapping technique was used. In order to generate the statistical uncertainty, a subsample of individual model median values was randomly sampled with replacement 1000 times to produce a normal distribution of medians. From this distribution, a confidence limit was calculated.

Previous CCMVal-2 model studies (e.g. Eyring et al., 2010a; Austin et al., 2010a) analysed a multi-model mean with associated uncertainties using a Time-Series Additive Model (TSAM) as described in Chapter 9 of SPARC CCMVal (2010). If so, please add the reference to the reference list. If not, it would be clearer to change the name to CCMVal (2010) and in Scinocca et al. (2010). The advantage of using this technique is that model simulations of various time lengths can still be used to produce a robust mean trend over the full reference period of 1960–2100. In this study, only the model simulations that provided output for the entire study period were selected. It was also found that using a 1960 value as a baseline in the TSAM analysis resulted in a larger inter-model spread in TOC, compared to a 1980 baseline value (SPARC CCMVal, 2010). In this study, investigating multi-model median TOC and ozone VMR from model time series of equal lengths relative to a 1965 baseline could be considered advantageous as a lower weight is assigned to individual models that deviate mostly from the median.

In addition to TOC, we also analysed effects of a projected ozone increase in the 21st century on the polar vortex by assessing monthly temperature and zonal mean zonal wind variations over the September–December period. Different from this work, previous CCMVal-2 model studies usually considered seasonally averaged values of temperature and zonal wind (e.g. SPARC CCMVal, 2010; Son et al., 2010) rather than on a month-by-month basis.

2 Model simulations

Stratospheric Processes and their Role in Climate Project (SPARC) Chemistry-Climate Model Validation phase 2 (CCMVal-2) Report (SPARC CCMVal, 2010) is a coordinated model intercomparison that included results from up to 17 CCMS, with some models providing a wider variety of simulations than others. 16 of these models offer future reference simulations (REF-B2) for the CCMVal-2 activity to project ozone trends towards the end of the 21st century (Eyring et al., 2010a). REF-B2 simulations are transient simulations from 1960 to 2100 that contain time series of surface hydrocarbon halogens based on the adjusted World Meteorological Organisation (WMO) A1 scenario (WMO, 2007) and surface GHG concentrations based on the Special Report on Emissions Scenario A1B (IPCC, 2000). These REF-B2 simulations of the future atmospheric state essentially include anthropogenic forcings only, such as varying GHG surface concentrations and prescribed halogen emissions, with natural forcings due to solar variability and volcanic activity being excluded. This is different from REF-B1 simulations that include both natural and anthropogenic forcings (Eyring et al., 2007).

We note that Austin et al. (2010b) analysed metrics of the Antarctic ozone hole, such as minimum ozone and ozone mass deficit, from CCMVal-2 model output by comparing both REF-B1 and REF-B2 simulations. Such an approach is not considered in this study, as for our purposes it is preferential to work with a continuous and homogeneous dataset and these two sets of simulations have different sources of uncertainty in their model integrations. REF-B1 simulations address internal uncertainties within each model with external forcings being based on observations, whereas REF-B2 simulations have external uncertainty associated with biases from climate models that provide prescribed forcings. Of all models used in this study, a quasi-biennial oscillation (QBO) signal is only included in those models that internally simulate QBO, namely MRI, UMSLIMCAT and the UKUCA-M (SPARC CCMVal, 2010). All models except CMAM have prescribed sea surface temperature (SST) and sea ice cover (SIC) from coupled ocean model simulations (Eyring et al., 2010a; Morgenstern et al., 2010). A more detailed description of each model formulation is given by SPARC CCMVal (2010) and by Morgenstern et al. (2010) and will not be repeated here.

Monthly mean TOC values were available for 14 models that participated in the REF-B2 simulations. Two out of these 14 models were excluded from the present analysis: GEOSCCCM provided a future simulation only from 2000, UMUKCA-METO only provided data until 2083. Monthly mean ozone VMR were available for 11 models out of the 12 selected for TOC values. However, all 12 models were used for stratospheric temperatures and zonal mean wind metrics. There were variations in the ensemble size for each model: most models provided a single ensemble member, with the exception of MRI (2 ensemble members) and the CMAM, SOCOL, ULAQ and WACCMM models (3 ensemble members). For each model with more than one ensemble member, their mean value was used. The analysis of TOC presented below was also repeated using the first ensemble member only, as was done in Oman et al. (2010), and it was found that multiple ensembles for the models listed above did not provide any noticeable differences compared to selecting the first ensemble member only.
3 Results

3.1 Trends in total ozone column

CCMVal-2 REF-B2 simulations of TOC from each CCM used in this study are shown in Fig. 1. Model outputs, although widely spread, show a TOC minimum around the year 2000 for all months, which is in agreement with Eyring et al. (2010a). The spread among models is also seen to increase from September to December. The October multimodel median TOC in Fig. 1 is in good qualitative agreement with other CCMVal-2 studies based on the 1965 baseline (Austin et al., 2010b; Eyring et al., 2010a), but quantitatively is ~50 DU lower then that found in Eyring et al. (2010a). This is possibly due to differences in statistical analysis techniques (TSAM analysis) that was used in that study, and the fact that we have used a subset of the models used in Eyring et al. (2010a) for reasons that have been previously explained. We note that TOC trends for other months shown in Fig. 1 are not directly compared to other studies due to the fact that other studies did not provide such results for September, November and December.

Figure 1 also shows that multi-model median TOC agrees well, within the 95% confidence interval, with observations in 1979–2011, which are zonally averaged monthly mean TOC values measured by the Total Ozone Mapping Spectrometer (TOMS), Merged Ozone Dataset (MOD) (e.g. Stolarski and Frith, 2006). While some individual model outputs show good agreement with observations, other models produce either too high, or too low TOC values. However, this bias is not consistent for all months considered, except UMUKCA-UCAM that has a consistently high bias for all months, which has been previously reported (SPARC CCMVal, 2010), and UMSLIMCAT that has a generally low bias for each month, as seen in the initial model trend estimate in Austin et al. (2010b).

As the individual model intercomparison and validation is not part of this work, we did not exclude any model based on their agreement with the TOMS TOC in Fig. 1. Part of the reason for this is that some models are in good agreement with the measured TOC, but not in a good agreement, relative to other models, regarding zonal winds or temperature that are considered later in this study. Nevertheless, we repeated all steps of our analysis presented below for only those 4 models that show a consistent agreement with TOMS TOC for each month considered in this study. These models are LMDZrepro, Niwa-SOCOL, SOCOL, and ULAQ.

We found that such narrow selection of models did not significantly change the main results and conclusions of this work, including TOC return dates to the 1965 baseline, and speeds and rates of TOC increase. This could be, in part, due to the fact that the bootstrapping statistical analysis technique employed here minimizes the effect of individual outliers when the multi-model median is calculated. Moreover,
Fig. 2. Multi-model median (blue) and mean (black) TOC time series in comparison with TOMS observations during the 1979–2011 period. Both datasets have been smoothed with a 5 yr uniformly weighted sliding mean filter.

the interannual variability in TOMS data results from variability associated with combined natural and anthropogenic forcings, while CCMVal-2 models consider anthropogenic forcing only. European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-Interim reanalysis data (Dee et al., 2011) in 1979–2010 were also compared with CCMVal-2 TOC values in Fig. 1 (not shown) and, similar to TOMS data, were within the 95% confidence interval for multi-model median. We also note that CCMVal-2 models used here have a range of grid resolutions (e.g. Morgenstern et al., 2010) that could possibly introduce a statistical bias with different sample populations contributing to individual model TOC trend values that are zonally averaged. In order to investigate this further, time series of ozone mass poleward of 60° S were produced. These results (not shown here) suggest that differences in model grid resolutions do not affect the analysis presented in this work.

Different from CCMVal-2 model data, TOMS data in Fig. 1 are not smoothed. To better illustrate how these datasets compare when treated in the same way, we produced Fig. 2, where both datasets are smoothed with a 5 yr uniformly weighted running filter over the 1979–2011 time period. It appears that multi-model median values do not fully capture the variability seen in the observations, and also that models seem to underestimate TOC values earlier in the observation period for most months, but overestimate the TOC peak depletion values in the beginning of the 21st century. As many previous studies used multi-model mean instead of median, we found it beneficial to show both values and thus demonstrate that there is no apparent advantage of using any of these in the beginning of the simulation period. However, as was mentioned earlier, median values assign lower weight to the most deviating results that occur later in the simulation period.

Multi-model monthly zonal median of TOC deviation from the 1965 baseline for the period of 1960–2100, both a percentage and an absolute deviation, are shown in Figs. 3 and 4, respectively. These results suggest that September–November TOC does not return to its 1965 level by the end of the simulations (2098), but is within ~1% (~3 DU) of the 1965 baseline in 2090. A slight decrease again after 2090 is most likely to be a result of increasing influence of GHG cooling in the lower stratosphere towards the end of the 21st century. December TOC returns to the 1965 baseline in 2079 and continues to increase to approximately 2% (~8 DU) above the baseline towards the end of the century. September–November TOC have an earliest return date in the 95% confidence interval between 2065–2075. The lowest uncertainty range for the December TOC return date is about 30 yr. As all models in this study use the same REF-B2 scenario, the scenario uncertainty is common for all models, and the individual model uncertainties differ. Charlton-Perez et al. (2010) analysed interannual variability, scenario and model uncertainties in four CCMVal-2 models for October and found that for Antarctic latitudes, the combined uncertainty due to the 3 abovementioned factors ranges between
Table 1. Decadal rates and speeds of TOC increase poleward of 60° S as a percentage of 1965 baseline (Case A), in DU/decade (Case B), and as a percentage relative to maximum depletion (baseline minus ∼year 2000 conditions) (Case C). Italicized numbers indicate decades when December TOC has exceeded its 1965 baseline value.

<table>
<thead>
<tr>
<th>Month</th>
<th>Decade</th>
<th>Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sep</td>
<td>A 1.99</td>
<td>3.62</td>
</tr>
<tr>
<td></td>
<td>B 6.45</td>
<td>11.69</td>
</tr>
<tr>
<td></td>
<td>C 13.11</td>
<td>7.65</td>
</tr>
<tr>
<td>Oct</td>
<td>A 2.42</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>B 7.97</td>
<td>10.53</td>
</tr>
<tr>
<td>Nov</td>
<td>A 0.97</td>
<td>2.71</td>
</tr>
<tr>
<td></td>
<td>B 3.42</td>
<td>9.5</td>
</tr>
<tr>
<td>Dec</td>
<td>A −0.17</td>
<td>2.13</td>
</tr>
<tr>
<td></td>
<td>B −0.57</td>
<td>7.62</td>
</tr>
<tr>
<td></td>
<td>C 22.48</td>
<td>18.04</td>
</tr>
</tbody>
</table>

Fig. 3. Time series of multi-model TOC median values for September–December as percent deviations from the 1965 baseline. Curves have been smoothed as described in Fig. 1. TOC return dates to the 1965 baseline are shown by dashed-dotted lines, color-coded by the corresponding month.

According to our results in Fig. 4, the highest ozone depletion of ∼130 DU relative to the 1965 baseline occurs in October. This is about 50 DU larger than the ozone depletion relative to the 1980 baseline in REF-B2 simulations, but comparable to that for the 1960 baseline reported in previous CCMVal-2 model studies (e.g. Austin et al., 2010b; Eyring et al., 2010a). Figure 4 also shows that a minimum TOC value for all months is between 2000 and 2005. Assuming that the ozone hole is defined as a region where TOC values are less than 220 DU (e.g. Newman et al., 2004), we found that its size, calculated from CCMVal-2 model outputs (not shown here), has reached its maximum also between 2000 and 2005.

Figures 3 and 4 suggest that the rate of December TOC increase is slower than that for spring months, even though the recovery of December TOC to baseline occurs earlier. This effect is quantified in Table 1, where the decadal TOC increase speeds (in DU/decade) and rates (in percent relative to baseline and in percent relative to the maximum depletion value) are presented.
Fig. 5. Deviations of monthly multi-model median ozone VMR from 1965 baseline, zonally averaged poleward of 60º S for all available pressure levels considered by CCMVal-2 models in the range of 20–150 hPa. Left panels – percent deviation from baseline, right panels – absolute deviation from baseline. Dashed lines indicate 95% confidence level of median. Model data have been smoothed with a 15 yr boxcar filter.

3.2 Trends in Ozone VMR at various stratospheric altitudes

Figure 5 shows vertical profiles for deviations of ozone VMR from baseline in the pressure range where the majority of atmospheric ozone over Antarctica is located and where most of the depletion takes place (e.g. Solomon et al., 2005). In September–October, the SH percentage (absolute) polar ozone loss is greatest at 70 (50) hPa, and in November–December at 100 (70). Thus, the region of the largest ozone loss moves from higher altitudes early in the ozone depletion season to lower altitudes later in the ozone depletion season.
This result is supported by observations of chemical tracers, which show that in spring, air transport within the Antarctic stratosphere is directed downwards (Solomon, 1999). It is also supported by one of the conclusions in SPARC CCMVal (2010) that by early summer, the breakdown of the polar vortex and the strengthening Brewer–Dobson circulation results in the transport of ozone-rich air to higher latitudes. A recent observational example of this effect – time series of zonally averaged vertical ozone profiles poleward of 60° S in 2002–2009, was reported in Klekociuk et al. (2011) in their Fig. 14a. In that example, the upper edge of the ozone hole descends from ~19 km in early October to ~15 km in early December.

Based on 25 yr of ozonesonde measurements at the South Pole and the Georg-Forster/Neumayer Antarctic stations, Hassler et al. (2011) investigated minimum daily ozone VMR at 50 hPa from late September until early October. Their data, as a vertical profile of percent ozone loss for 5 yr averages between day 235 and 270 (see their Fig. 5c) indicate that the loss rates increased at 150–50 hPa, but decreased at 40–20 hPa. CCMVal-2 model projections for the same months show the maximum ozone loss occurring between 70 and 50 hPa, which agrees well with measurements of Hassler et al. (2011).

At 150 hPa, the deviation of ozone VMR from baseline is smallest, and a return to near baseline values occurs in ~2065 for all months. Above 150 hPa, as the pressure decreases (altitude increases), the December, and to a lesser extent November, ozone shows less depletion. December ozone VMR at 70 hPa, in comparison with the spring months, begins to show a noticeable slow down in the rate (speed) of its increase. This effect becomes even more pronounced at 50 hPa. At 30 hPa, the December ozone is not significantly depleted – its VMR deviates from the baseline by 0.2 ppmv, or less, which is about 5% of the baseline value. At 20 hPa, the December ozone VMR remains above the baseline, and the November ozone VMR is lower than the baseline by less than 0.4 ppmv (also about 5% of the baseline value). These are the likely reasons for the observed, somewhat slower December TOC increase in 2010–2050 shown in Figs. 3 and 4 and in Table 1.

### 3.3 Trends in stratospheric temperatures and winds

In order to better understand projected Antarctic ozone recovery trends, particularly the slower TOC increase in December, we investigate trends in stratospheric temperature and winds (Figs. 6 and 7, respectively). These parameters, also provided by CCMVal-2 model simulations, relate to changes in the size and strength of the polar vortex as halogen concentrations decrease and GHG concentrations increase (e.g. Waugh and Polvani, 2010). Monthly zonal mean fields for these metrics were obtained at the same pressure levels as ozone VMR in Fig. 5. Zonal mean temperatures were calculated poleward of 60° S, whereas zonal mean zonal wind speeds were averaged over the 50°–70° S range. This range covers latitudes where the edge of the polar vortex is expected to be throughout the 21st century.

Figure 6 suggests a general decrease in the lower stratospheric temperatures until 2000, when ozone was decreasing as well. Figures 5 and 6 indicate a correlation between lower temperatures and lower ozone levels. Such a correlation is likely to arise from temperature-dependent heterogeneous polar stratospheric chemistry, including the production of gaseous Cl₂ on polar stratospheric clouds (PSCs) prior to photolysis, together with horizontal and vertical transport of air caused by planetary waves (e.g. Wirth, 1993; Solomon et al., 2005). At 150 hPa, CCMVal-2 multi-model temperatures return to a 1965 baseline by the end of the 21st century for September–October months. For all other altitudes and months examined in this study, stratospheric temperatures remain below the baseline value until the end of the 21st century, which can be attributed to the projected increase in GHG concentrations as stated in the A1B scenario (IPCC, 2000). CCMVal-2 models in the REF-B2 simulations suggest that during the ozone decrease period of 1970–2000, temperature median trends at 100 hPa were approximately −0.5 K decade⁻¹ for September–October and −1.5 K decade⁻¹ for November, giving a spring average of around −0.8 K decade⁻¹. During December, the temperature trend was about −1 K decade⁻¹.

Randel et al. (2009) analyzed satellite, radiosonde and lidar temperature observations in 1979–2007 at 100 hPa over the same latitude range and found a similar cooling trend of about −1 K decade⁻¹ for spring months and −1.5 K decade⁻¹ for summer months. The period of maximum temperature deviation from baseline in Fig. 6 generally coincides with the period of maximum depletion in ozone VMR observed in Fig. 5. December temperatures have the largest deviation from baseline at 100 hPa, November at 70 hPa, October at 50 hPa, and September at 20 hPa. These deviations in temperature correlate with deviations in ozone at the same pressure levels for most months. September temperature is at its minimum at the end of the 21st century rather than during the peak ozone depletion around the year ~2000. December temperature also shows a slower increase at 50–70 hPa, in agreement with the slower December TOC recovery.

At 30 hPa, December temperatures show no significant trend during the period of ozone decrease until about 2000. At altitudes above 30 hPa, an initial increase in December temperature is followed by cooling towards the end of the 21st century. For this period, December ozone VMR in Fig. 5 shows a small decrease and then an increase at higher pressure levels. Both December ozone and December temperature time series indicate a reversal in the radiative effect of ozone. In the lowermost stratosphere, ozone and temperature correlate: a decrease in ozone levels leads to a decrease in temperature. But at higher altitudes they anti-correlate: an increase in ozone is associated with a radiative cooling
This anti-correlation is seen at 20 hPa for all months and also down to 30 hPa for December. As will be discussed later, such a decrease in temperature could be related to CO$_2$-induced cooling, which in turn leads to a slowdown in ozone destruction reactions (e.g., Shepherd and Jonsson, 2008).

During the period of 2000–2080, lower stratospheric temperatures in December are influenced by increasing ozone with warming occurring at altitudes up to 50 hPa. However, temperatures at this altitude range also begin to plateau somewhat earlier than ozone VMR, around 2065 for 150–70 hPa. At altitudes corresponding to 50 hPa, December temperature increase is slow from 2000 onwards. Above these heights, stratospheric cooling increases with increasing altitude, with no temperature recovery to baseline due to effects of long-term CO$_2$ cooling. If lower stratospheric cooling associated with ozone depletion could lead to a strengthening of the polar vortex, then warming associated with ozone recovery would decrease the stability of the vortex and affect future persistence of the vortex into early summer. To analyze this effect, monthly zonal mean zonal winds were considered at the same pressure levels as temperatures and ozone VMR in Fig. 7. Waugh et al. (1999) found that similar to potential vorticity (PV), zonal wind is a useful diagnostics in assessing the breakup of the polar vortex, although not as highly derivative. As noted earlier, we consider wind data averaged across
50°–70° S, which encompasses the location of the edge of the polar vortex (e.g. Lee et al., 2001). Wind speeds across smaller 5° latitude bins were also analyzed in this work (not shown), and the resulting trends were similar to those averaged over the 50°–70° S region.

A minimum wind speed of $15 \text{ m s}^{-1}$, below which the vortex is considered to have broken up, is used in this study, similar to the method used in Nash et al. (1996). For all pressure levels analyzed, spring months winds indicate that the polar vortex is present over the entire time period. For December, model outputs suggest that at heights above 50 hPa, the polar vortex is broken up. However, at altitudes below 50 hPa, the December wind speed of $\geq 15 \text{ m s}^{-1}$ indicates that the vortex edge is present until the middle of the 21st century. As the polar vortex collapses in early summer, its edge could either disappear, or first shift poleward, and then disappear. To analyze whether the December zonal mean wind speed exceeded the 15 m s$^{-1}$ limit at higher latitudes compared to what is shown in Fig. 7, monthly zonal wind data were also considered at higher latitudes of 70°–80° S. These results (not shown) revealed trends in zonal wind speeds at each pressure level very similar to those in Fig. 7, suggesting that stratospheric polar vortex quickly collapses in December.

Figure 7 indicates that increasing polar westerlies, associated with ozone depletion, are seen in the lower stratosphere during November and December until ~2000. During the ozone recovery period, there is a corresponding decrease in polar westerlies. When compared with results for TOC and ozone VMR in Figs. 3, 4 and 5, there is about a one month time lag in zonal wind response to changes in ozone VMR. Overall, there is no significant trend in zonal winds for the months of September–October. Monier and Weare (2011) found similar results with the ECMWF ERA-40 reanalysis data over the time period of 1980–2001, with a strengthening westerly wind associated with ozone depletion via the thermal wind balance.

Zonal winds were also considered with respect to trends seen in the monthly TOC values. The 1965 baseline wind value $u_{\text{base}}$ and a mean peak value $u_{\text{peak}}$ between 2000–2005 are used to produce the time series for normalized zonal wind.
percentage deviation, $\delta$, as shown in Fig. 8. This normalized wind percentage deviation of annual wind speed values $u(t)$ is calculated as

$$\delta = \left( \frac{u(t) - \bar{u}_{\text{base}}}{u_{\text{peak}} - \bar{u}_{\text{base}}} \right) \times 100\%.$$

As September wind data had high absolute wind values but small variability, in order to be shown together with other months, they were scaled by a factor of 10 at all altitudes.

Figure 8 suggests that the percent increase in zonal wind speed during the ozone depletion period is very similar between all months. By 2100, model projections indicate a net increase in wind speeds for all months, compared to the 1965 baseline values, due to an indirect effect of increasing surface GHG concentrations via temperature changes. The increasing effect of GHG is also seen in the secondary peak in zonal median wind at all pressure levels for all months except September.

There is evidence that austral summer wind speeds increase significantly, both in the troposphere and in the stratosphere, due to decreasing ozone and increasing GHG concentrations (Thompson and Solomon, 2002; Shindell and Schmidt, 2004; Perlwitz et al., 2008; Son et al., 2010). According to these studies, future changes in SH atmospheric circulation due to ozone recovery are expected to be opposed by increases in tropospheric GHG. However, effects from increasing ozone concentrations and decreasing ozone hole size will still dominate at Antarctic latitudes until 2100.

4 Discussion and conclusions

The presented analysis of CCM Val-2 model simulations indicates that due to combined effects of increasing GHG and decreasing halogen levels in the 21st century, Antarctic TOC will not return to its 1965 baseline in September–November, but will return to baseline in December in ~2079. The recovery of December TOC to baseline has an uncertainty of ~30 yr within a 95% confidence level. We note that the 1965 baseline is somewhat arbitrary value, and thus the fact that September–November ozone will not return to its 1965 level by 2100 does not indicate that the ozone depletion due to ODSs will still be significant. As seen in Figs. 3 and 4, by
2100, Antarctic ozone is still appreciably affected by ODSs (as dictated by the adjusted WMO A1 scenario), and the impact of increasing GHGs on ozone depletion is about as large as that of ODSs, but opposite in sign.

TOC increase rates and speeds in Table 1 (Cases A and B) are low for all months in 2000–2009, and those for December are often significantly lower, up to factor of 10, compared to other months. Model simulations suggest that in early spring, the maximum contribution to decrease in TOC comes from ozone depletion at higher altitudes, and in early summer – from ozone depletion at lower altitudes. This is in agreement with various independent observations discussed in Sect. 3.2.

At 50–100 hPa, December ozone does not return to the 1965 baseline by 2100, in contrast to the return date for December TOC (~2079). Furthermore, slower rates of December TOC increase projected for certain decades, as shown in Table 1, originate from slower rates of December ozone VMR increase at 50–100 hPa This slower increase is especially evident at 50–70 hPa (these are also the altitudes of highest December ozone depletion). At 20–30 hPa, December ozone VMR show little variations during the 21st century.

Multi-model median trends in monthly temperatures correlate well with ozone within the lowermost stratosphere (70–150 hPa), particularly during October–November – as expected for temperature-dependent polar stratospheric chemistry where temperatures rise with the ozone increase. However, at altitudes corresponding to 20–30 hPa, there is a reversed radiative effect due to a combined effect of increased GHG and decreased ODS concentrations. At 50–100 hPa, model simulations indicate that December temperatures stop increasing in ~2060 and remain nearly constant until the end of the century. During this time period, December ozone VMR is still slowly increasing, indicating no apparent dependence on temperature and a weakening of the polar vortex as ozone-rich air from lower latitudes is moving to these pressure levels.

A decrease in temperature in the lower polar stratosphere, particularly within the polar vortex, results in an increase in the meridional temperature gradient at the vortex edge and thus enhances westerly zonal winds in this region. Circumpolar westerly zonal winds show an increase in magnitude during the period of ozone depletion with a corresponding decrease during ozone recovery for all months considered. Using a 15 ms\(^{-1}\) minimum in zonal wind speed as a proxy for the polar vortex edge, the polar vortex was found to be present for all spring months across all altitudes considered, but broken up by December above 50 hPa. In the lowermost stratosphere, model simulations for December indicate a persisting vortex well into early summer, especially during the peak ozone depletion period around the year 2000. At pressures > 100 hPa, zonal winds suggest a presence of the vortex in December until the end of the model simulations. At 50–70 hPa, the December vortex lasts until ~2045, and after that date the cooling rate start to decrease, as shown in Fig. 6.

A delay in the vortex breakup, indicated by CCMVal-2 multi-model median wind time series, leads to a delay in TOC increase during December. Anthropogenic ODS emissions dominate in the lowermost stratosphere, while CO\(_2\) cooling dominates at higher altitudes. However, an increase in GHG concentrations may start affecting ozone levels in the lowermost stratosphere towards the end of the 21st century, when ODS no longer have a significant influence on atmospheric ozone over Antarctica. We also note that our analysis of ozone recovery is based on zonal averages, and thus the previously reported zonal asymmetries in the TOC field (e.g. Grytsai et al., 2007) may lead to some local variations in ozone return dates.

At altitudes above ~10 hPa, stratospheric cooling can lead to a decreased efficiency of chemical ozone destruction, and therefore to an increased ozone VMR (e.g. Finger et al., 1995). At altitudes below 10 hPa, increased cooling promotes more heterogeneous reactions. However, their efficiency also depends on water vapour concentrations as discussed by Shindell (2001). Model results analyzed here show that such anti-correlation can be seen down to altitudes corresponding to 30 hPa. Shepherd and Jonsson (2008) suggested that global mean temperature variations should be considered in terms of changes in CO\(_2\) and ODS, rather than ozone. They found that during 2010–2040, a period of rapid ODS decrease, up to 40 % of the increase in mean global upper stratospheric ozone (between 50 and 0.5 hPa) is attributed to CO\(_2\) cooling. But during the depletion period of 1975–1995, only ~10 % of ozone loss is attributed to CO\(_2\) cooling, which is much smaller compared with the effect of ODS increases alone. However, these global effects of increasing CO\(_2\) on ozone levels may not be the same on a regional scale. For example, it was found that lower stratospheric ozone averaged over the Southern Hemisphere mid-latitudes decreases with increasing GHG concentrations (Waugh et al. 2009). Multi-model trends obtained in this study indicate that during spring months, decreasing ODSs lead to increasing ozone. But as the end of the 21st century is approaching, December ozone is less influenced by halogens and more influenced by increasing GHG, which is evidenced by a decreased radiative heating that occurs in the lower stratosphere.

CCMVal-2 models indicate a response of zonal winds to recovering ozone, namely a decrease in wind speed with increasing ozone VMR. A wind response to changes in temperature, associated with ozone concentration, has about a one-month time lag: maximal ozone gradients are seen in October–November and maximum wind gradients are seen a month later, in November–December. This pattern is also reported by Akiyoshi et al. (2009), based on observations and a CCM simulation (CCSRNIES). Persistence of the polar vortex into the summer months could also be linked to decreasing planetary wave activity, which was described in Monier and Weare (2011). The breakdown of the polar westerlies is induced by dynamical heating from breaking planetary waves, and the timing of this breakdown in early summer
can influence the propagation of gravity waves into the mesosphere, thus potentially affecting the strength of the mesospheric branch of the Brewer–Dobson circulation (Smith et al., 2010). In this study, December westerly zonal winds over a 100 yr period (between ~1990 and ~2090) show a long-term decrease with an earlier vortex breakup at the end of the model simulations compared to the peak ozone depletion period, particularly between 50 and 70 hPa. This is similar to the result of Deushi and Shibata (2011). Using the MRI model, they found a maximum decrease in mean age of air at 50 hPa in December due to lower stratospheric wave forcing.
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