Quantification of chemical and physical processes influencing ozone during long-range transport using a trajectory ensemble
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Abstract. During long-range transport, many distinct processes – including photochemistry, deposition, emissions and mixing – contribute to the transformation of air mass composition. Partitioning the effects of different processes can be useful when considering the sensitivity of chemical transformation to, for example, a changing environment or anthropogenic influence. However, transformation is not observed directly, since mixing ratios are measured, and models must be used to relate changes to processes. Here, four cases from the ITCT-Lagrangian 2004 experiment are studied. In each case, aircraft intercepted a distinct air mass several times during transport over the North Atlantic, providing a unique dataset and quantifying the net changes in composition from all processes. A new framework is presented to deconstruct the change in O$_3$ mixing ratio ($\Delta$O$_3$) into its component processes, which were not measured directly, taking into account the uncertainty in measurements, initial air mass variability and its time evolution.

The results show that the net chemical processing ($\Delta$O$_3$$_{\text{chem}}$) over the whole simulation is greater than net physical processing ($\Delta$O$_3$$_{\text{phys}}$) in all cases. This is in part explained by cancellation effects associated with mixing. In contrast, each case is in a regime of either net photochemical destruction (lower tropospheric transport) or production (an upper tropospheric biomass burning case). However, physical processes influence O$_3$ indirectly through addition or removal of precursor gases, so that changes to physical parameters in a model can have a larger effect on $\Delta$O$_3$$_{\text{chem}}$ than $\Delta$O$_3$$_{\text{phys}}$. Despite its smaller magnitude, the physical processing distinguishes the lower tropospheric export cases, since the net photochemical O$_3$ change is $-5$ ppbv per day in all three cases.

Processing is quantified using a Lagrangian photochemical model with a novel method for simulating mixing through an ensemble of trajectories and a background profile that evolves with them. The model is able to simulate the magnitude and variability of the observations (of O$_3$, CO, NO$_x$, and some hydrocarbons) and is consistent with the time-average OH following air-masses inferred from hydrocarbon measurements alone (by Arnold et al., 2007). Therefore, it is a useful new method to simulate air mass evolution and variability, and its sensitivity to process parameters.

1 Introduction

Long-range transport is an important factor for determining the atmospheric distribution of O$_3$ (e.g. Li, 2002; Derwent et al., 2008; Fiore et al., 2009). Anthropogenic and biogenic emissions of NO$_x$ (= NO + NO$_2$) and volatile organic compounds (VOCs) can give rise to net photochemical production of O$_3$ within or immediately downwind of the source region. However, O$_3$ precursors can also be lifted, for example by frontal systems or convection (e.g. Bethan et al., 1998; Cooper et al., 2002), and then be transported thousands of kilometres in the mid to upper troposphere in a stable condition due to the colder, drier air. Upon descent, the temperature increases by adiabatic compression, increasing the rate of PAN decomposition into active nitrogen species that can cause net photochemical O$_3$ production (e.g. Wild and Aki moto, 2001).

Anthropogenic emissions can also be transported long-range in the lower free troposphere, even with the increased losses due to mixing, wet and dry deposition and
photochemistry. For example, Owen et al. (2006) used a particle dispersion model to identify transport of North American CO emissions to the Azores. Enhancements averaging 20 ppbv (maximum 45 ppbv) of CO were found during 16 separate events at the ground station at Mount Pico (2.2 km altitude), mostly transported from North America at altitudes below \( \sim 3 \) km over periods of 4 to 7 days. Owen et al. (2006) suggest that this kind of pollutant transport in the lower free troposphere could affect the lower tropospheric \( \text{O}_3 \) in downwind regions. Following the ICARTT (International Consortium for Atmospheric Research on Transport and Transformation) 2004 field work (see Sect. 2), Neuman et al. (2006) showed that in the absence of precipitation, high levels of \( \text{HNO}_3 \) were transported efficiently over the North Atlantic in low-level anthropogenic plumes that were decoupled from the marine boundary layer. Photolysis and oxidation of the exported \( \text{HNO}_3 \) was sufficient to produce hundreds of pptv of \( \text{NO}_x \), which was enough to maintain net photochemical \( \text{O}_3 \) production for several days up to 1000 km over the ocean.

Fiore et al. (2009) have quantified the impact of changing emissions in continental-scale source regions on surface \( \text{O}_3 \) at the same continental receptor regions, using an ensemble of chemical transport models (CTMs). Intercontinental transport was shown to be important for the annual mean \( \text{O}_3 \) response to changing emissions in the multimodel ensemble. The impact on surface \( \text{O}_3 \) in Europe of reducing non-European emissions by 20% was approximately half the impact of the same change to domestic emissions. Non-European emissions reductions had the most impact in spring and late autumn due to more efficient boundary layer ventilation and transport in the midlatitude free troposphere, and a longer \( \text{O}_3 \) lifetime.

In the free troposphere, the mixing timescale is long (of the order 10 days), and photochemical evolution can be even slower (Arnold et al., 2007). Air masses can retain distinct composition for more than a week as they are transported by the winds, experiencing stretching and folding to fine scales. It is therefore not easy to infer chemical transformations from observations at a fixed point. Fluctuations in composition at fixed locations are dominated by changes in the air mass origin and it is therefore difficult to evaluate the chemical component of a model (Methven et al., 2003). The use of a Lagrangian framework is required to overcome this problem, which was a motivation for the ITCT-Lagrangian 2004 (International Transport and Chemical Transformation) experiment (described in Sect. 2).

Although air masses associated with coherent ensembles of trajectories tend to have distinct composition with marked gradients between the air mass and its surroundings (e.g. Bethan et al., 1998; Methven et al., 2003), inevitably there will also be variability of all species within an air mass. Typically, the variability will be greatest in primary pollutants close to source regions, and decay with time through the combination of mixing and chemistry. In the trajectory ensemble approach used here, composition is initialised from fine-scale data and the composition transforms photochemically while mixing between ensemble members. Thus both the evolution of centroid composition and the variability about it is simulated. This information is crucial in the comparison with data downstream and quantitative evaluation of model performance. In general, the centroid is the geometric centre of a feature – in this case, a polluted air mass. Here, centroid composition is defined as evolution following the trajectory that passes closest to all the downstream matching flight segments in the ITCT-Lagrangian experiment. The specific centroid trajectory is referred to here as the reference trajectory.

The main aim here is to study the different processes acting on air masses in examples of long-range transport, by quantifying the time-integrated effects of different processes affecting chemical composition. The most novel aspect of this study is the combination of a model with fully coupled photochemistry and mixing with measurements that have been shown to be within the same air mass – even though they are separated by up to 10 days, at locations spanning between continents. The Lagrangian model is initialised with observed data from the upwind flight and then transformation during intercontinental transport can be compared with the linked observations downwind. By using a trajectory ensemble, the observed variability within the air mass evolves. This is used to test whether the simulated transformation is consistent with the observations, given the observed variability. It is important to use a model with fully coupled photochemistry and mixing, as the processes are inextricably linked. By partitioning the accumulated changes in \( \text{O}_3 \) mixing ratio (\( \Delta \text{O}_3 \)) by process along a trajectory, it is possible to investigate how photochemistry, deposition and mixing interact and cause \( \text{O}_3 \) to evolve during transport.

The model used in this work (Cambridge Tropospheric Trajectory model of Chemistry and Transport or CiTTyCAT), including the new ensemble mixing scheme, is described in Sect. 3. The modelled ensembles for each case are compared with the Lagrangian observations of several chemical species in Sect. 4. This is followed in Sect. 5 by a set of experiments to test the sensitivity of modelled \( \text{O}_3 \) to changing the physical parameters of the model. In Sect. 6, the model is evaluated against the Lagrangian measurements of \( \text{O}_3 \) and \( \text{CO} \), and the time-averaged \( \text{OH} \) inferred from hydrocarbon observations.

The use of a Lagrangian model enables the change in \( \text{O}_3 \) to be partitioned into the component physical and chemical processes, which is explored in Sect. 7. Finally, the conclusions are presented in Sect. 8.

2 ITCT-Lagrangian 2004 experiment

In the summer of 2004, an extensive field campaign to study transport and transformation of polluted air masses across the North Atlantic took place, which involved many
organisations from Europe and North America and was co-
ordinated by ICARTT (Fehsenfeld et al., 2006).

The focus here is on the ITCT-Lagrangian 2004 part of the
ICARTT field work. Its aim was to investigate transport of
O$_3$ and its precursors, and the processes affecting transforma-
tion following the flow, by sampling an air mass several times
during its transport across the North Atlantic (Stohl et al.,
2004). In experiments that take measurements along a sin-
gle flight, the uncertainty in modelling the chemical transfor-
mation is dominated by uncertainties in the air mass origins
(Methven et al., 2003). By intercepting the same air mass
several times, these uncertainties are reduced, which was the
motivation for the ITCT-Lagrangian 2004 experiment.

Measurements were taken by four research aircraft: two of
them being based in Pease, New Hampshire, USA (NASA
DC8 and National Oceanic and Atmospheric Administra-
tion [NOAA] WP-3D); one at Faial, Azores (Facility for
Airborne Atmospheric Measurements [FAAM] BAe146) and
one in Creil, France (German Aerospace Centre [DLR] Fal-
con). The instrumentation and measurements are described
by Fehsenfeld et al. (2006). Target plumes were identified
for the aircraft based in America to sample using dual crite-
rria that the air should be polluted and forecast to travel in
range of the downwind aircraft. Forecast trajectories were
then updated daily to predict the plume’s onward transport to
support the European aircraft flight planning (see Methven
et al., 2006, for details). This is the only Lagrangian field
experiment, to date, that has taken measurements by target-
ing polluted air masses close to their sources in North Amer-
ica, and thousands of kilometres downwind over the North
Atlantic and Europe, up to ten days later. A special section
of the Journal of Geophysical Research (Atmospheres) enti-
tled “International Consortium for Atmospheric Research on
Transport and Transformation (ICARTT): North America to
Europe” contains papers related to the ICARTT field cam-
paign, including the ITCT-Lagrangian 2004 experiment.

Following the field campaign, Methven et al. (2006) con-
ducted a detailed analysis of the aircraft measurements to
identify true Lagrangian matches, where the same air mass
was indeed sampled several times. For a pair of observa-
tions to be classified as having Lagrangian links, the sam-
pled air masses had to fulfil two criteria: (1) whole air sam-
ple samples from the two intercepts have highly correlated hydro-
carbon fingerprints, and (2) the intercepts are linked by tra-
jectories calculated from meteorological analyses. Addition-
ally, the observed thermodynamic tracer, equivalent potential
temperature, was used to evaluate the quality of the matches.
Methven et al. (2006) identified five distinct cases with La-
grangian links. Cases 1, 2, 3 and 5 from Methven et al. (2006)
are investigated here. Case 4 involved ascent in a warm con-
voyer belt with embedded convection over eastern USA. It is
not studied here as the model is not suitable for use in regions
with strong convective influence.

3 Modelling

3.1 Modelling approach

A Lagrangian photochemical model is used to simulate case
studies of transport across the North Atlantic. For these
cases, a Lagrangian model has three key advantages over a
3-D Eulerian CTM. Firstly, in this framework, it becomes
simple to integrate the rates of change in O$_3$ following air
masses for physical and chemical processes separately.

Secondly, it is able to retain the integrity of air masses as
they thin to finer scales than the grid of a global 3-D model.
This is important as the plume chemistry is nonlinear, and
so averaging over a larger grid box will give rise to different
and possibly erroneous chemistry. For example, two global
chemical transport models (the Frontier Research System for
Global Change version of the University of California, Irvine
CTM and the University of Oslo CTM2) were compared
with O$_3$ observations taken during the NASA Transport and
Chemical Evolution over the Pacific (TRACE-P) field cam-
paign by Wild et al. (2003). Mean O$_3$ at pressures greater
than 800 hPa was 45 ± 12 ppbv from ozonesonde mea-
surements taken at several locations in the North Pacific, but was
overestimated by 5 and 12 ppbv in the models. This overesti-
mation was thought to be caused by the coarse resolution of
both models (horizontally 1.875° × 1.875° and ranging from
500 to 1200 m in the vertical), through mixing of emissions
within model grid boxes. The model with more efficient mix-
ning (FRSGC/UCI) diluted the precursors faster and generated
ozone more efficiently than the other (Oslo CTM2). Another
issue with this coarse resolution was that the CTMs could
not capture the observed small scale structure and layering.
Crowther et al. (2002) investigated the effect of unresolved
structures on modelled OH, and found that global scale mod-
els (horizontal resolutions between ~200 to 800 km) over-
estimated OH production by up to 5 to 20 % compared with
MOZAIC aircraft data.

Thirdly, since the model is fast to run, many sensitivity
studies can be performed. One control simulation and a suite
of sensitivity tests are carried out for each case, as described
below.

3.2 Ensemble CiTTyCAT

The chemical transport model used in this work is the Cam-
bridge Tropospheric Trajectory model of Chemistry and
Transport (CiTTyCAT). The model was developed with the
aim of reproducing observed synoptic scale variability in
species such as O$_3$ and CO and investigating the factors af-
flecting this evolution (e.g. Wild et al., 1996; Evans et al.,
2000; Arnold et al., 2004; Real et al., 2008). Photochemistry
and physical processes are integrated along pre-calculated
trajectories.

Earlier versions of the CiTTyCAT model parameterised
mixing by an exponential decay towards a background
mixing timescale and background mixing ratio for different segments along a trajectory (Real et al., 2008), knowledge of the background composition and any changes in meteorology are required to inform this. In addition, in the single trajectory version, a trajectory would only experience dry deposition and emissions whilst it was lower than the boundary layer height. Thus a trajectory that was at the approximate height of the boundary layer could switch back and forth between interacting with the surface and not. It would be preferable for the transition between the boundary layer and free troposphere to be smoother.

Real et al. (2010) tackled these drawbacks by developing a methodology that combined CiTTyCAT with multiple trajectories calculated by Pisso et al. (2009), and a global model for its initialisation, however this method only performed mixing at the end of the simulation (see Sect. 4.2).

Here, the model has been developed to run along an ensemble of trajectories that communicate by mixing in the vertical (see Pugh et al., 2012, for description of the model version used here). The ensemble is used to define an evolving background composition profile. Mixing is assumed to be diffusive in the free troposphere, but also includes a linear flux profile across the boundary layer (characteristic of a boundary layer that is well-mixed in terms of virtual potential temperature). Boundary layer depth at trajectory locations is input from the driving meteorological model. The effects of dry deposition and emissions at the surface are not confined to the boundary layer, as there is exchange across the boundary-layer top. The rates of change in mixing ratio from all chemical and physical processes (including turbulent mixing) both feed into the integration of the coupled rate equations of the model. In this way, full coupling between processes on the shortest timescales is ensured.

Trajectories have been calculated from the ECMWF analysed fields using ROTRAJ (Reading Offline TRAJectory model Methven, 1997). The horizontal resolution of the analyses used in this work is T159 (~1.125°), and the vertical resolution in hybrid-pressure co-ordinates retains 60 levels (L60). There is a linear interpolation in time and horizontal space, and a cubic interpolation in the vertical, of the meteorological fields (e.g. wind velocity, humidity, temperature) between analysis times, which are every six hours. The location of the trajectory is calculated by integrating the velocity with respect to time using a 4th order Runge-Kutta method (Methven, 1997).

An extended chemistry scheme is used for all the control simulations, and the case 3 sensitivity tests. In the extended scheme, 185 gas-phase species undergo 375 bimolecular, 37 termolecular and 120 photolysis reactions. The extended scheme includes the second edition of the Mainz Isoprene Mechanism (Taraborrelli et al., 2009), implemented as described in Pugh et al. (2010). This is in addition to the basic CiTTyCAT chemistry, which includes the important gas phase reactions of O\textsubscript{3}, HO\textsubscript{2}, NO\textsubscript{3} and methane oxidation. The degradation of 9 anthropogenic hydrocarbons from ethene to benzene is also considered (Hough, 1991). In the basic scheme, 90 gas-phase species undergo 177 bimolecular, 41 termolecular and 45 photolysis reactions. All rate constants in these schemes have been updated according to IUPAC (2008) if available, and else according to JPL06-2 (Sander et al., 2006) or MCM 3.1 (Jenkin et al., 1997; Saunders et al., 2003). An isotropic two-stream approach is used to calculate photolysis rates, based on the Harwell model of Hough (1988), with a Chapman function to calculate an effective solar zenith angle for all angles greater than 75° (Wild, 1995).

The dry deposition velocities are based on Derwent and Jenkin (1991); Jacob et al. (2003); Singh et al. (2003); Karl et al. (2004); Horowitz et al. (2007) and are listed in full (with a full description of how they are handled in the model) by Pugh et al. (2012). A look-up table contains dry deposition velocities for five different surface cover types, using the MEGAN (Model of Emissions of Gases and Aerosols from Nature) plant functional type dataset (Guenther et al., 2006) at a resolution of 0.5° × 0.5°. The dry deposition velocity at a given point depends on the area-weighted surface cover, and has a seasonal and diurnal variation superimposed on the look-up table value.

Wet deposition occurs at a rate proportional to the surface precipitation rate in the ECMWF numerical weather prediction (NWP) model from 6 or 12 h forecasts produced as part of the forecast-analysis cycle. However, if the trajectory is descending it is assumed to be unsaturated and running above the precipitating clouds so the wet deposition does not affect it.

Anthropogenic emissions are taken from the EDGAR Fast Track 2000 (EDGARFT2000) emissions database (Olivier et al., 2005), which includes emissions of CH\textsubscript{4}, CO, NO and non-methane VOCs on a 1° × 1° grid, adjusted for the year 2000. The errors associated with this database are 100% for NM-VOCs and 50% for the other species. The total lumped non-methane VOCs are split into species based on the European Environment Agency European Core Inventory Air (CORINAIR) emissions (Evans, 1999).

Further details of the model are reported in Pugh et al. (2012).

3.2.1 Differential equations for evolution of chemical species

The model calculates the rate of change of the mixing ratio \( c \) for each chemical species based upon the Lagrangian form of the tracer mass conservation equation:

\[
\frac{Dc}{Dt} = S - \frac{1}{\rho} \nabla \cdot F, \tag{1}
\]

where \( D/Dt \) denotes the rate of change following a trajectory, \( S \) represents material sources or sinks, \( \rho \) is air density and \( F \) is a mass flux representing any transport not
attributable to advection by the resolved velocity. To define the non-advective fluxes, two assumptions are made. Firstly, that vertical flux divergence dominates, which is a good approximation since vertical gradients are often much greater than horizontal (Haynes and Anglade, 1997). Secondly, it is assumed the vertical component of the non-advective flux \( F_z \) is composed a linear flux profile across the boundary layer of depth \( z_{BL} \) and a diffusive term acting at all altitudes. In the boundary layer:

\[
F_z = F_s (1 - z/z_{BL}) + F_d, \tag{2}
\]

where \( F_s \) is the flux at the ground \( (z = 0) \) and \( F_d \) is the diffusive part which obeys a flux-gradient relation:

\[
F_d = -\rho \kappa \frac{\partial c}{\partial z}, \tag{3}
\]

where \( \kappa \) is a diffusion coefficient. Above the boundary layer, \( F_z = F_d \). A no-flux boundary condition on the diffusion term is used at \( z = 0 \) (as the surface emissions and dry deposition are included in the linear flux profile), and a fixed mixing ratio is the boundary condition at the profile top \( (at 10 \text{ km}). \) The definition of the diffusive flux related to the evolving background profile is described in Sect. 3.2.2.

This form of boundary layer parameterisation \( (Eq. \, 2) \) is common practice in numerical weather prediction models. Holtslag (2002) describes boundary layer mixing parameterisations, and includes a form of mixing that modifies the flux-gradient approximation \( (Eq. \, 3) \) to include a non-local term \( (see \, Eqs. \, 14 \, and \, 17 \, in \, Holtslag, \, 2002) \), which is the basis for \( Eq. \, 2 \). Diffusion describes turbulent mixing when the eddy scales are much smaller than the length scale of properties being transported. The linear flux profile is a good fit to observations within strongly mixed boundary layers for stable, neutral or unstable conditions. It represents the non-local effects of large eddies mixing across the BL depth. Beljaars (2002) compares a scheme where diffusivity is determined from local stability and the non-local scheme of Troen and Mahrt \( (1986) \) in simulations with the ECMWF model; the mixed layer humidity is much closer to observations with the non-local scheme as a result of entrainment of dry air from above the BL and faster mixing within it. In Troen and Mahrt \( (1986) \), diffusivity is a prescribed function of \( z/z_{BL} \), with a magnitude scaling with the surface layer buoyancy flux \( (which \, is \, determined \, from \, similarity \, theory) \) and an additional flux profile term is included. An important part of the scheme “closure” is the calculation of boundary layer depth, \( z_{BL} \). Since CiTiTyCAT takes the boundary layer height as input from the ECMWF model, a separate closure scheme is not required.

To bring it all together to form the model equation, it is assumed that in \( Eq. \, (1) \), \( \nabla \cdot \mathbf{F} = \partial F_z/\partial z \), where the right hand side is the vertical derivative of \( Eq. \, (2) \). The surface fluxes in \( Eq. \, (2) \) are \( F_s = \rho E - \rho V_{dry} c \), where \( E \) is the emissions rate from the surface into the boundary layer, and \( V_{dry} \) is the dry deposition velocity. The material source in \( Eq. \, (1) \) is the photochemical production \( P \). The sinks are from the photochemical loss rate, \( L \), and wet deposition rate, \( r_{wet} \), which depend upon \( c \).

Combining \( Eqs. \, (1) \, (2) \) and \( (3) \), we obtain the model equation:

\[
\frac{Dc}{Dt} = P - Lc + \left( \frac{E}{z_{BL}} \right) - \left( \frac{V_{dry}}{z_{BL}} + r_{wet} \right) c - \frac{1}{\rho} \frac{\partial F_d}{\partial z}. \tag{4}
\]

Emissions and dry deposition are only active when the air parcel is inside the boundary layer. The air density \( \rho \) falls exponentially from its surface value \( (\rho_s) \) with density scale height \( (H = 7200 \text{ m}) \) according to \( \rho = \rho_s e^{-z/H}, \) although density and mixing ratio are assumed to be approximately constant across the boundary layer to obtain \( Eq. \, (4) \).

3.2.2 Vertical mixing using an ensemble

Since chemistry and mixing are typically non-separable (McKenna, 1997), the model must be run along many trajectories simultaneously, which communicate with each other through the vertical mixing scheme. The ensemble is initialised here using aircraft data at ten second intervals. The model is integrated forwards along the trajectory from the location of each aircraft measurement. Each trajectory evolves by photochemistry, emissions, wet and dry deposition and mixing. However, full diagnostics are not output by the model for every trajectory. Instead, one trajectory is selected to be the focus of the study, for which full diagnostics are saved. Henceforth, this is referred to as the reference trajectory. The reference trajectory lies near the centroid of the trajectory ensemble so that it is always surrounded by others above and below for the purposes of mixing \( (see \, Sect. \, 1 \, for \, discussion \, of \, the \, centroid) \).

The trajectory ensemble that is initialised from aircraft measurements generally does not sample the entire depth of the troposphere. Shadow trajectories are used to simulate the evolution of the background profile above and below the height range of the ensemble. These shadow trajectories follow the horizontal path of the reference trajectory and evolve photochemically, but do not move vertically \( (see \, Fig. \, 8 \, in \, Pugh \, et \, al. \, (2012) \, for \, an \, example \, of \, shadow \, trajectories) \). Their purpose is only to provide suitable far-field concentrations for diffusion of the background profile. An assumption must be made about the initial composition of the shadow trajectories, since they lie beyond the range of the data. Composition is assumed to be constant for shadow trajectories below the lowest altitude data point. Therefore, the lowest altitude observation point is used to initialise all lower shadow trajectories between that point and the surface. Above the aircraft data, the shadow trajectories are initialised by either a uniform value equal to the upper tropospheric boundary condition \( (case \, 1) \), or by a linear interpolation between the highest altitude data point and the boundary condition \( (cases \, 2 \, and \, 3) \). In all simulations, the boundary condition at the top of the
background profile (10 km) is specified by the average mixing ratios from the “upper troposphere” cluster of ICARTT 2004 aircraft data from Lewis et al. (2007). The rationale for the choices is given in Sect. 4. An alternative way of initialising the shadow trajectories would be to simulate the global background with a global CTM, and to use the results as initial conditions for the shadow trajectories.

Initially, a background profile, $C(z)$, is defined by averaging mixing ratios of trajectories lying within layers of equal depth ($\Delta z$). Once the background profile is established, the non-advective fluxes ($F_z$) in each layer are calculated, which will act to evolve both the mixing ratios along each trajectory and the background profile. (See Fig. 7 in Pugh et al. (2012) for a schematic of how the background is defined, and Fig. 9 for examples of background profiles.)

In addition to the turbulent diffusion of the background profile, there is also a sub-grid scale mixing parameterisation, whereby each trajectory mixes with the background concentration in the surrounding layer at a rate derived as follows.

To simplify the argument, consider only diffusion with constant density and diffusivity:

$$\frac{\partial c}{\partial t} = -\frac{1}{\rho} \frac{\partial F_d}{\partial z} = \kappa \frac{\partial^2 c}{\partial z^2}$$.  \hspace{1cm} (5)

Consider a polluted layer of depth $Z$ containing air of mixing ratio $c$, surrounded above and below by background air of mixing ratios $C_{up}$ and $C_{down}$, and approximate the second derivative by a second order finite difference:

$$\kappa \frac{\partial^2 c}{\partial z^2} \approx \kappa \frac{C_{up} - 2c + C_{down}}{Z^2} = \frac{2\kappa}{Z^2} (C - c)$$ \hspace{1cm} (6)

where in the last step it was assumed that $C_{up} = C_{down} = C$. For the ITCT-Lagrangian cases, Arnold et al. (2007) have inferred a value for the air mass dilution rate in the free troposphere, $K_{mix} = \frac{2\kappa}{Z^2}$, from measurements of hydrocarbons (see Sect. 6 for a description of their method). The depth $Z$ is found from observations from the aircraft flying a vertical profile. Using these values, $\kappa$ is estimated for each case (see Sect. 4 for details of each case). The model applies a within-layer relaxation mixing rate in the free troposphere calculated from $\kappa$ and the model level spacing:

$$K_{FT} = \frac{2\kappa}{\Delta z^2}.$$ \hspace{1cm} (7)

The total mixing tendency acting on a trajectory is the combination of the background vertical flux divergence and the relaxation term:

$$\frac{Dc}{Dt} = \frac{1}{\rho} \frac{\partial}{\partial z} \left( \rho \kappa \frac{\partial C}{\partial z} \right) - K_{FT}(C - c)$$ \hspace{1cm} (8)

where $c$ denotes the mixing ratio of the trajectory and $C$ denotes the background mixing ratio in that layer. This term is referred to in the manuscript as “mixing”.

As turbulence in the boundary layer is typically greater than in the free troposphere, the sub-grid relaxation rate there is defined as:

$$K_{BL} = \frac{2\kappa_{BL}}{\Delta z_{BL}^2}$$ \hspace{1cm} (9)

where a larger diffusion coefficient is assumed for the boundary layer than in the free troposphere: $\kappa_{BL} = 10\kappa$. In the boundary layer, the mixed-layer fluxes also apply (Eq. 2), so the total boundary layer mixing tendency is:

$$\frac{Dc}{Dt} = \frac{1}{\rho} \frac{F_z}{z_{BL}} + \frac{1}{\rho} \frac{\partial}{\partial z} \left( \rho \kappa \frac{\partial C}{\partial z} \right) - K_{BL}(C - c)$$ \hspace{1cm} (10)

The background profile itself is also evolved using Eqs. (8) and (10) but without the sub-grid terms. Each trajectory evolves its own background profile to be consistent with the surface fluxes it passes over. Since the trajectories within the ensemble do not follow exactly the same horizontal paths, they pass over different emissions and environments (varying surface cover, precipitation, temperature and so on). The background profile is re-defined every “mixing time-step” (1 h) by layer-averaging across the ensemble. The mixing time-step is chosen so that the background profiles carried on each trajectory do not have time to diverge too far from the ensemble average before being re-defined. In this way, the background profile experiences an ensemble average of emissions, deposition and photochemistry in addition to mixing (which acts on a shorter time-step).

Inevitably, any ensemble of trajectories will spread with time due to wind shear and time-dependent straining. Eventually, it will become a poor approximation to assume that the air neighbouring each trajectory (in the vertical) is described by other trajectories within the ensemble. Each air mass will come into contact with air masses of different origins, far from the initial location of the ensemble. One approach, taken for example by the STOCHEM model of the Met Office, is to fill the atmosphere uniformly with air parcels and calculate their trajectories using winds from a global circulation model, with a sub-grid scale convection parameterisation. Although less computationally expensive, STOCHEM can generate similar tracer patterns to the Met Office’s global circulation model (Stevenson et al., 1998), and can give good agreement with observed tropospheric $O_3$ and NO$_x$ (Collins et al., 1997, 2000). The additional computational cost, however, diminishes an important advantage of using a Lagrangian model in the first place, and the formulation of mixing between parcels is more difficult than in regularly gridded Eulerian models. The simulation time over which a Lagrangian ensemble approach yields accurate solutions will depend upon many factors: the number of ensemble members, initial volume spanned, rate of trajectory spread with time, the rate of mixing and the contrast in composition between the air mass of focus (surrounding the reference trajectory) and all other air masses that it contacts. The utility of
the approach is evaluated in this paper using Lagrangian observations spanning the breadth of the North Atlantic Ocean.

4 Ensemble evolution in the ITCT-Lagrangian cases

The ITCT-Lagrangian observations provide a unique data set for evaluation of photochemical models simulating the evolution of air mass composition. For each case, the observational data are used to initialise composition at the start of trajectories, which leave points along the flight track at 10 s intervals. The hydrocarbon data from upwind and downwind samples, and observations of the vertical extent of the air mass, are used to estimate diffusion coefficients for the mixing parameterisation as described in Sect. 3.2.2. The trajectories’ initial conditions and mixing parameters therefore depend on the meteorological analyses and available composition data for each case. In each case the model setup is the same, except for assumptions about the background profile, which is also guided by observations. The case studies are numbered as in Methven et al. (2006), which also specifies each Lagrangian match time window in the aircraft data and presents maps of the trajectory ensembles. The section of the flight track that is used to initialise the location and composition of the trajectory ensemble is described for each case below. The simulations shown in this section are those that give the closest match with observations of all species downwind. The level of agreement in all species illustrates the capability of the model to simulate the air mass photochemical evolution. The variability within the ensembles is caused by differing initial conditions and differences in the path of each trajectory.

In order to quantify the degree to which a model can simulate net photochemical transformation, it is essential to consider the uncertainty in air mass composition associated with small scale variability. A long-range Lagrangian data set and model simulation have not been combined in this way before.

4.1 Case 1: low altitude transport from USA to Portugal

This is a case of transport from the USA to Portugal, at a height of approximately 0.5–1.5 km. The ensemble was initialised from the NOAA WP-3D flight track between 20:48–21:07 UT on 15 July (encompassing the Lagrangian match window, 20:57–21:05 UT, and neighbouring vertical profiles). Although there were no hydrocarbon measurements during this segment of the flight, the NASA DC8 was flying concurrently (within an hour and 0.35° latitude, Methven et al., 2006) and so the DC8 hydrocarbon measurements are used in the initialisation. Downwind, this case was sampled by the FAAM Bae146 (19 and 25 July 2004) and by the DLR Falcon (22 July 2004). The model was run with photochemistry, dry and wet deposition and ensemble mixing. Based on the 25th, 50th and 75th percentile values of mixing rates inferred from hydrocarbon data by Arnold et al. (2007) and an observed plume depth of 1500 m, $\kappa$ was set to 1.30 m$^2$ s$^{-1}$ for the control simulation, and to 0.91 and 1.56 m$^2$ s$^{-1}$ for the sensitivity tests (see Sects. 3.2.2 and 6 for details of how $\kappa$ is calculated based on observations). Emissions were switched off as the DLR observations suggest that the air mass was not influenced by emissions near Portugal, but the trajectories that pass close to the coast would otherwise pick up emissions from the 1 degree emissions grid. Elsewhere, the trajectories are over the ocean and would not encounter strong emissions in the model in any case (only NO$_x$ emissions from shipping lanes).

Figure 1 shows ensemble time series of different chemical species, coloured so that it is easier to distinguish between different trajectories. The colour of each trajectory depends on the time it was initialised (ordered from blue to red), with the red and orange trajectories matching with all the Lagrangian intercept locations. The aircraft observations are shown by black crosses. At the start of the simulation, there is a small net chemical loss of O$_3$ during the night in the reference trajectory, and those surrounding it (red and orange trajectories). Then at dawn, there is net photochemical O$_3$ production as there are elevated O$_3$ precursor gases (NO$_x$ and VOCs) in the air mass. There is a steady chemical loss of O$_3$ during the day and almost no change during the night for the remainder of the simulation.

There is overlap between model and observations for CO, although the red and orange trajectories (which match with the downstream Lagrangian intercepts) overestimate CO by $\sim$10 to 30 ppbv. Since emissions are weak in this case, CO only experiences reaction with OH and mixing. The model overestimates the OH in this case (Fig. 6), so the slow CO decrease is attributable to slower dilution by mixing in the model. In reality, vertical shear brings clean air aloft from the north which dilutes the polluted air mass from above (Fig. 6 of Methven et al. (2006) shows the vertical profile). However, in the model the trajectories only mix within the ensemble which does not include the cleaner air.

NO is underestimated by the model (possibly due to the lack of ship emissions), however it is only a small fraction of total NO$_x$. The largest component of NO$_x$ in this case is HNO$_3$, which was not measured downstream. Figure 1e shows that the observed NO$_y$ (black crosses) lies within the upper end of the modelled HNO$_3$ mixing ratios on day 204. The model PAN drops to values consistent with the observations on day 207, although the it is underestimated during the intercept on day 201. As with CO, this may be due to a lack of mixing with cleaner air.

As hydrocarbons were measured on a low time resolution by taking whole air samples, there are at most a few data points at each Lagrangian match, and the initial conditions are less certain than the other species. Despite this, the hydrocarbons in Fig. 1, ethane (C$_2$H$_6$), acetylene (C$_2$H$_2$) and propane (C$_3$H$_8$), do show a similar rate of decay in the model and observations.
4.2 Case 2: high altitude transport of Alaskan fire emissions

Case 2 sampled an air mass that had been polluted by emissions from boreal forest fires in Alaska. The details of how the pollutants were mixed into the air mass are not known, however once in the upper troposphere, the plume conserved its distinct composition. It was sampled by three different aircraft over a five day period. The first intercept was by the NASA DC8 on 18 July 2004, off the coast of Newfoundland. On 20 July, the FAAM BAE146 aircraft intercepted the plume in the mid-Atlantic north of the Azores. Finally, the DLR Falcon sampled the plume over Northern France on 23 July. The air mass descended slowly from ∼7 km altitude at the first Lagrangian intercept, and then travelled to Europe at an altitude of 4–5 km (Fig. 2a).

Case 2 was modelled by Real et al. (2007) using a single trajectory version of CiTTyCAT that included the Fast-J photolysis code (Wild et al., 2000). It was initialised with observations and run along a representative trajectory, similar to the reference trajectory used here. Real et al. (2007) found that mixing was required to reproduce the observed evolution of the plume, and that the photolysis rates were affected by the presence of aerosol. They attributed the in-plume O$_3$ production primarily to PAN decomposition, and found that the simulated O$_3$ production was sensitive to temperature and humidity. This indicates one limitation of using
a single trajectory Lagrangian model, as the result will vary depending on the trajectory chosen.

Real et al. (2010) tackled this problem using an ensemble approach. Back trajectories from the aircraft flight tracks were calculated by Pisso et al. (2009) using a parcel model with a stochastic mixing parameterisation. Real et al. (2010) initialised CiTTyCAT with the MOCAGE (Model of Atmospheric Chemistry at Large Scale) global model concentrations, and simulated the chemical evolution forwards along all these trajectories. The average of all the simulations was compared to the Lagrangian observations, which represented mixing of all the air masses at the point of interception but not during transport. The model reproduced the CO, O$_3$ and NO$_x$ both in the plume and near the edges in this case. They conclude that this is a good approximation if the gradients are driven by synoptic winds, and is a suitable tool for studying layered structures in the free troposphere. They also advocated the addition of mixing during transport, as is carried out here.

The ensemble was initialised with NASA DC8 measurements between 18:27 and 19:08 UT on 18 July (day 200). This time window encompasses the Lagrangian match window (18:40 to 19:02 UT, during which the aircraft flew level at $\sim 7$ km) and measurements above and below. The model was run with photochemistry, an evolving background and a free tropospheric diffusion coefficient, $\kappa$, of 0.91 m$^2$s$^{-1}$ for the control, and $\kappa = 0.65$ m$^2$s$^{-1}$ and 1.56 m$^2$s$^{-1}$ for sensitivity tests (calculated using mixing rates from Arnold et al. (2007) and the observed plume depth of 1500 m). The layer spacing used in the mixing scheme ($\Delta z$) is 500 m (larger than
other cases to ensure that several trajectories are located in each layer), except for the sensitivity tests using 400 m and 600 m. Within the plume, there were a large number of missing aircraft data points for PAN, nitric acid and hydrocarbons. As these species are photochemically important, the mean was taken for all measurements of these species within the plume, defined to be when CO > 280 ppbv, and this mean was used where there was missing data.

Figure 2b indicates that the modelled O\(_3\) agrees well with the downstream observations, and is less influenced by mixing than other relatively long lived species such as CO and PAN. Methven et al. (2006) note that the fire plume was located within a low-CO, high-O\(_3\) dry intrusion that had descended from close to the tropopause. This suggests that any turbulent mixing between the fire plume and the dry intrusion would not affect the O\(_3\) very much, but would dilute CO and hydrocarbons rapidly.

The initial mixing ratios of CO in the ensemble (which are the DC8 aircraft observations) are highly variable, ranging from as low as 100 ppbv below the plume, up to a maximum of 600 ppbv in the fire plume itself (see Fig. 2). A benefit of running an ensemble simulation is that this variability within the plume can be represented. Over time, the vertical mixing and photochemical decay of perturbations reduces the modelled ensemble spread which is similar to the observed spread in the two downstream match windows.

However, Fig. 2c shows that although the agreement is good on the last match (day 205), the model underestimates the CO mixing ratio during the second Lagrangian match (day 202). Real et al. (2007) noted that until day 202, the trajectories were gradually descending in clear air towards the southeast when they approached a stagnation point, changed direction and moved northeastwards with a warm conveyor belt. This is because the balloon travelled in a low-level nocturnal jet, as identified by Riddle et al. (2006), which was not resolved in the ECMWF analysed wind fields used to calculate the trajectories. The jet was narrow, since the NOAA balloon launch site, the aircraft flew straight and level in the plume, then flew a profile ascent and descent back into the polluted layer. Aircraft data showed that the anthropogenic pollution was confined to low levels (pressures above 940 hPa) with mixing ratios of up to approximately 110 ppbv of O\(_3\) and 330 ppbv of CO, and a mean potential temperature of 297.3 ± 0.5 K at pressures greater than 900 hPa. Potential temperature was measured by the balloon to be 299 ± 1 K in the plume at 948 hPa, and 297 ± 1 K at 980 hPa, suggesting that the aircraft and balloon were in the same air mass.

Forward trajectories from the balloon location do not coincide with the Lagrangian matches near Ireland. This discrepancy is because the balloon travelled in a low-level nocturnal jet, as identified by Riddle et al. (2006), which was not resolved in the ECMWF analysed wind fields used to calculate the trajectories. The jet was narrow, since the NOAA balloon which was only 10 km away and at a similar altitude when the U. Mass balloon was launched, was not caught in it and so followed the calculated trajectories more closely. Although the Lagrangian match window from Methven et al. (2006) had most trajectories reaching Ireland, it was an hour later on a WP-3D flight (21:05–21:30 UT), where the aircraft measured a similar potential temperature of 298 ± 0.2 K, but only 90.1 ± 15.1 ppbv of O\(_3\) and 199.7 ± 30.1 ppbv of CO.

The trajectory ensemble used here includes some trajectories that reach the intercept near Ireland, by extending the time window (20:02–20:23 UT) to cover the flight over the balloon launch site, profile ascent to ~3 km and descent back through the more dilute flanks of the air mass (see Sect. 6 for a discussion of the method).

In this air mass, there is net photochemical O\(_3\) production which arises from the high mixing ratios of NO\(_x\) and VOCs and low humidity. In addition, thermal decomposition of PAN is a source of NO\(_x\) and also contributes to photochemical O\(_3\) production downstream. The loss of PAN and other precursors through mixing reduces the photochemical O\(_3\) production.

4.3 Case 3: low altitude transport from USA to Ireland

Case 3 tracked an anthropogenic pollution plume from the New York City area as it travelled across the North Atlantic to Ireland. Two meteorological balloons were released: one by the University of Massachusetts and one by NOAA. Although they were not released at the same time or location, they were at times very close, at about 10 km apart (see below). The NOAA WP-3D aircraft intercepted the plume on the 20, 21 and 22 July 2004 while it was travelling along the Gulf of Maine to Nova Scotia. The DLR Falcon then intercepted it off the west coast of Ireland on 25 July and over the English Channel on 26 July.

The NOAA WP-3D aircraft flew over the U. Mass balloon launch site about 20 min before the balloon was launched at approximately 20:30 UT on 20 July 2004. Close to the balloon launch site, the aircraft flew straight and level in the plume, then flew a profile ascent and descent back into the polluted layer. Aircraft data showed that the anthropogenic pollution was confined to low levels (pressures above 940 hPa) with mixing ratios of up to approximately 110 ppbv of O\(_3\) and 330 ppbv of CO, and a mean potential temperature of 297.3 ± 0.5 K at pressures greater than 900 hPa. Potential temperature was measured by the balloon to be 299 ± 1 K in the plume at 948 hPa, and 297 ± 1 K at 980 hPa, suggesting that the aircraft and balloon were in the same air mass.

Forward trajectories from the balloon location do not coincide with the Lagrangian matches near Ireland. This discrepancy is because the balloon travelled in a low-level nocturnal jet, as identified by Riddle et al. (2006), which was not resolved in the ECMWF analysed wind fields used to calculate the trajectories. The jet was narrow, since the NOAA balloon which was only 10 km away and at a similar altitude when the U. Mass balloon was launched, was not caught in it and so followed the calculated trajectories more closely. Although the Lagrangian match window from Methven et al. (2006) had most trajectories reaching Ireland, it was an hour later on a WP-3D flight (21:05–21:30 UT), where the aircraft measured a similar potential temperature of 298 ± 0.2 K, but only 90.1 ± 15.1 ppbv of O\(_3\) and 199.7 ± 30.1 ppbv of CO.

The trajectory ensemble used here includes some trajectories that reach the intercept near Ireland, by extending the time window (20:02–20:23 UT) to cover the flight over the balloon launch site, profile ascent to ~3 km and descent back...
into the polluted air mass below $\sim 500$ m. The initial conditions therefore include information about the plume composition and the profile above it.

Taking a polluted layer depth of 1500 m (as seen by the NOAA WP-3D on 21 July) and the 25, 50 and 75th percentile mixing rates from Arnold et al. (2007) give $\kappa = 1.2\, \text{m}^2\, \text{s}^{-1}$ for the control, and $\kappa = 0.52\, \text{m}^2\, \text{s}^{-1}$ and $\kappa = 1.56\, \text{m}^2\, \text{s}^{-1}$ for the sensitivity tests.

The time series in Fig. 3 is the simulation that obtains the best agreement with aircraft $\text{O}_3$ measurements at day 207 (west of Ireland), based on the measurements at the Lagrangian matches (represented by black crosses). This is the doubled dry deposition simulation. The $\text{O}_3$ dry deposition velocity over ocean in this simulation is $0.2\, \text{cm}\, \text{s}^{-1}$ (twice that derived by Fairall et al. (2006) from observations during summer 2004), and all other dry deposition velocities were double their default values. The sensitivity tests are discussed in Sect. 5.

Mostly, the observations and modelled mixing ratios of the different chemical species overlap during the Lagrangian matches, and often have comparable variability. The modelled $\text{O}_3$ is still overestimated by approximately 10 ppbv during the final two matches, even with the use of a very high dry deposition velocity for $\text{O}_3$ over the ocean ($0.2\, \text{cm}\, \text{s}^{-1}$). This may suggest that a physical $\text{O}_3$ loss process is underestimated in the model.

Halogen chemistry can deplete $\text{O}_3$ in the troposphere, particularly in the marine boundary layer, as ocean-atmosphere exchange is a key source of both bromine and iodine. The overestimate of $\text{O}_3$ in the model after several days of transport at low altitudes over the Atlantic could be, in part, due to the absence of halogens in CiTyCAT. Read et al. (2008)}
used a constrained box model to simulate O\textsubscript{3} observations at Cape Verde, and found that the daytime depletion of O\textsubscript{3} was in closer agreement with the observations when bromine and iodine chemistry was included, and gave an additional ∼1–2 ppbv per day of O\textsubscript{3} destruction. O’Brien et al. (2009) compared O\textsubscript{3} measured at Cape Verde with simulations from a global CTM, and found that the inclusion of bromine chemistry reduced O\textsubscript{3} mixing ratios by up to 5 ppbv (in stable conditions). So it is likely that up to 5 ppbv more O\textsubscript{3} could have been destroyed in the model by halogen chemistry. Other causes of the overestimate are that there is more uncertainty in the trajectories in this case, due to the low-level jet, and so the trajectories may pass over the wrong land or sea surface. And finally, it is likely that the plumes observed were not entirely representative of the air mass as a whole, the composition observed was highly variable.

Another obvious discrepancy is the NO on the final Lagrangian match in Fig. 3c. The DLR Falcon was flying along the English Channel on this day, and the high levels of NO are due to fresh anthropogenic emissions, probably from southern England or shipping lanes, which are not encountered in the model. The emissions were also detected in short lived hydrocarbons such as hexane (Methven et al., 2006). On the previous Lagrangian match before the air mass had reached Ireland, there is overlap between the modelled NO and the observations.

The cluster of trajectories coloured blue and green are distinct from the rest of the ensemble in Fig. 3. These trajectories were initialised at the lowest altitudes, while the aircraft was flying in the same anthropogenic plume as the balloon. They were initialised with relatively high mixing ratios of CO, O\textsubscript{3}, NO\textsubscript{x} and hydrocarbons. They also remain at the lowest altitudes and are therefore most influenced by both surface emissions and dry deposition. This can be seen in the mixing ratios of NO\textsubscript{x}, hydrocarbons and CO along the blue and green trajectories (as well as isoprene, not shown), which are all emitted as the trajectories crossed Nova Scotia on 22 July (day 204). The emission of NO\textsubscript{x} and VOCs gives rise to O\textsubscript{3} production, which is greatest near the surface. A decrease in O\textsubscript{3} from dry deposition followed by an increase from photochemical production can be seen in the blue and green trajectories in Fig. 3b on days 204 to 205.

Real et al. (2008) simulated case 3 using a single trajectory version of CiTTyCAT. Their simulation was improved by changing the mixing rate and background composition to represent different mixing regimes. Real et al. (2008) concluded that the majority of their O\textsubscript{3} loss was attributable to photochemical loss and wet deposition of HNO\textsubscript{3}, which reduced the NO\textsubscript{x} available for O\textsubscript{3} production. In their simulation, dry deposition was not as important because the single trajectory did not spend much time within the boundary layer.

However, in the ensemble simulation the effects of dry deposition to the surface are communicated vertically by exchange across the top of the boundary layer. As a result, there is less HNO\textsubscript{3} (which experiences rapid dry deposition) available for wet deposition. Adding wet deposition has a minor effect on O\textsubscript{3} (less than 1 ppbv difference at the final match). In summary, both studies result in a comparable loss of O\textsubscript{3}, but through different processes. The sensitivity of chemical and physical O\textsubscript{3} change to model parameters is explored in the Sect. 5.

Lee et al. (2011) simulated the first two days of transport in case 3 using WRF-Chem, a mesoscale numerical weather prediction model coupled with chemistry, run with nested domains going up to 9 km horizontal grid spacing around the eastern seaboard region, where the flight on 20 July took place. They experimented with different initial and background chemical conditions (IC/BCs), and found that their choice of IC/BCs played an important role in determining the modelled O\textsubscript{3} profile. They found a better agreement with ozone sonde profile observations using IC/BCs calculated by the MOZART-4 CTM (Model for Ozone and Related Chemical Tracers) instead of using prescribed profiles as IC/BCs. A sensitivity to the choice of background is also found here.

### 4.4 Case 5: low altitude frontal-system export

Case 5 is an example of low level transport just behind a cold front. The model was initialised from the NOAA WP-3D flight track between 18:34 and 18:54 UT on 27 July (encompassing the Lagrangian match window 18:39–18:54 UT and a profile ascent). Based on mixing rates inferred by Arnold et al. (2007) and an observed plume depth of 1150 m, $\kappa$ was set to 0.70 m$^2$ s$^{-1}$ for the control simulation, and to 0.54 and 0.92 m$^2$ s$^{-1}$ for the sensitivity tests. The trajectories mostly travel as a coherent air mass, with the exception of some of the lowest altitude trajectories (coloured blue in Fig. 4). These experience emissions more strongly, resulting in a different chemical composition, and later their trajectories diverge from the rest of the ensemble.

The modelled and measured O\textsubscript{3} mixing ratio and spread show a good agreement in this case (Fig. 4). However, the model overestimates CO (and in places the hydrocarbons), and there is a larger spread in the ensemble members for CO mixing ratio (even ignoring the blue trajectories, as they are not part of the plume of interest), compared to the measurements. This large variability is because the vertical gradient of CO is always very strong in the model, whereas the observations at the final intercept suggest the CO is almost uniform there. This is discussed further in Sect. 6.

On 31 July (day 213), the NO is underestimated by the model, but the next day the match is much closer. There is very little ensemble variation for NO in this case, although there is a wide variation in the mixing ratios in the sensitivity tests (not shown). The highest NO mixing ratio in the sensitivity tests is from a simulation with no wet deposition (∼18 pptv, compared to the mean observed NO of ∼14 pptv), and the lowest is a simulation with a doubled scavenging coefficient. This suggests that wet deposition of HNO\textsubscript{3} (the most soluble nitrogen species) is an important
process influencing NO mixing ratios in this case. The control simulation underestimates the HNO$_3$ observation on day 210 (Fig. 4e). The sensitivity test with no wet deposition overestimates HNO$_3$ at this point ($\sim$1.8 ppbv), suggesting that in this case the control simulation may be overestimating the losses from wet deposition. The precipitation field from the ECMWF model used to create the analysis is the rate of water reaching the ground from the whole column. Although a 3-D field for condensed-phase water mixing ratio (liquid plus ice) is calculated as part of the prognostic cloud scheme in the ECMWF model, the conversion to precipitation (rain and snow) and fall out is treated as an instantaneous process in each time-step. The scheme does calculate the fraction of precipitation reaching the ground from each level and a profile of evaporation, but this information is not output and therefore not available to use offline. In addition, the scavenging coefficient in the parameterisation of wet deposition used in CiTTyCAT (Penner et al., 1991) is based on the relationship between surface precipitation and regional nitrate budgets. This underestimate of NO$_x$ is however not the most important factor for O$_3$ mixing ratio. Sensitivity tests for cloud cover (completely clear or completely cloudy) resulted in the largest change in O$_3$ mixing ratio compared to the control simulation (Fig. 5).

5 Sensitivity to physical parameters

Simulations to test the model response to varying different model parameters were carried out for all cases (see Table 1). A discussion of the processes influencing the model results for these case studies follows. The range of
parameter variations is guided by uncertainties deduced from ICARTT observations (mixing and dry deposition) or the literature (emissions and wet deposition), except for the cloud cover tests (no cloud versus complete cloud cover). The cloud tests represent the extreme bounds on photolysis rates. The EDGARFT2000 anthropogenic emissions inventories are quoted with a 50% uncertainty for CO, NOx, and CH4, and 100% uncertainty for NM-VOCs (Olivier et al., 2005) so sensitivity tests for the anthropogenic emissions were run by multiplying all anthropogenic emissions by 0.5 or 1.5.

Two versions of the chemical scheme are included to gauge the sensitivity to mechanism complexity. The sensitivity tests for case 3 were performed using a version of the model including the improved isoprene chemistry scheme described by Pugh et al. (2010), shown in black and labelled control in all cases. A simulation using a reduced chemistry scheme (as used by Real et al., 2008) is shown in purple and labelled basic chemistry. For cases 1, 2 and 5 the basic scheme was used for the sensitivity tests, as the same broad features are present in the control and basic chemistry simulations. There are no tests in this work related to parametric uncertainty in the chemical mechanism, however Ridley and Arnold (2009) have explored the uncertainty in chemical reaction rate coefficients for these cases using CitTyCAT with a Monte-Carlo methodology.

Figure 5 shows the O3 mixing ratio along the reference trajectory (which passes through each Lagrangian match location) for each of the sensitivity tests. The mean and standard deviation of the aircraft observations during each match window are shown by the black triangles and whiskers.

The spread in the sensitivity tests represents uncertainty related to parametric and structural uncertainty in the model. This is in contrast to the variability within each ensemble, which is due to different initial conditions and following different trajectory paths.

In cases 1 and 5, there is agreement between the control simulation (black in Fig. 5) and the observations in most matches. In both of these cases, changing the cloud cover...
Table 1. Sensitivity tests for the ITCT-Lagrangian 2004 cases.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Control value</th>
<th>Perturbed values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \kappa ) ( (m^2 s^{-1}) )</td>
<td>1.30</td>
<td>Weak mixing: 0.91; Strong mixing: 1.56</td>
</tr>
<tr>
<td>Dry deposition velocities</td>
<td>See Pugh et al. (2012)</td>
<td>Control ( \times 0.5 ); Control ( \times 2 )</td>
</tr>
<tr>
<td>Scavenging coefficients ( (cm^{-1}) )</td>
<td>Convective: 4.7, stratiform: 2.4</td>
<td>Both 0; Convective: 4.7 cm, stratiform: 0; Convective: 7.1 cm, stratiform: 0</td>
</tr>
<tr>
<td>Cloud cover</td>
<td>Climatological</td>
<td>No cloud; 100% cloudy in all cloud layers</td>
</tr>
<tr>
<td>( \Delta z ) (m)</td>
<td>200</td>
<td>None.</td>
</tr>
<tr>
<td><strong>Case 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \kappa ) ( (m^2 s^{-1}) )</td>
<td>0.91</td>
<td>Weak mixing: 0.65; Strong mixing: 1.56</td>
</tr>
<tr>
<td>Cloud cover</td>
<td>Climatological</td>
<td>No cloud; 100% cloudy</td>
</tr>
<tr>
<td>( \Delta z ) (m)</td>
<td>500</td>
<td>400; 600</td>
</tr>
<tr>
<td><strong>Case 3</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \kappa ) ( (m^2 s^{-1}) )</td>
<td>1.2</td>
<td>Weak mixing: 0.52; Strong mixing: 1.56</td>
</tr>
<tr>
<td>Dry deposition velocities</td>
<td>( O_3 ) over the ocean = 0.03 cm s(^{-1}). Full list of dry deposition velocities in Pugh et al. (2012).</td>
<td>As control, except ( O_3 ) over the ocean = 0.1 cm s(^{-1}) (Fairall et al., 2006); Control ( \times 2 ), except ( O_3 ) over the ocean = 0.2 cm s(^{-1})</td>
</tr>
<tr>
<td>Scavenging coefficients ( (cm^{-1}) )</td>
<td>Convective: 4.7, stratiform: 2.4</td>
<td>Both 0; Convective: 7.1, stratiform: 3.6</td>
</tr>
<tr>
<td>Anthropogenic emissions</td>
<td>EDGARFT2000</td>
<td>None; Control ( \times 0.5 ); Control ( \times 1.5 )</td>
</tr>
<tr>
<td>Dry deposition and no anthropogenic emissions</td>
<td>Pugh et al. (2012) for dry deposition references, EDGARFT2000 emissions</td>
<td>Dry deposition as control, except ( O_3 ) over the ocean = 0.1 cm s(^{-1}). No anthropogenic emissions.</td>
</tr>
<tr>
<td>Cloud cover</td>
<td>Climatological</td>
<td>No cloud; 100% cloudy</td>
</tr>
<tr>
<td>( \Delta z ) (m)</td>
<td>200</td>
<td>100; 300</td>
</tr>
<tr>
<td><strong>Case 5</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \kappa ) ( (m^2 s^{-1}) )</td>
<td>0.70</td>
<td>Weak mixing: 0.54; Strong mixing: 0.92</td>
</tr>
<tr>
<td>Dry deposition velocities</td>
<td>See Pugh et al. (2012)</td>
<td>Control ( \times 0.5 ); Control ( \times 2 )</td>
</tr>
<tr>
<td>Scavenging coefficients ( (cm^{-1}) )</td>
<td>Convective: 4.7, stratiform: 2.4</td>
<td>0; Convective: 4.7, stratiform: 0; Convective: 7.1, stratiform: 0</td>
</tr>
<tr>
<td>Cloud cover</td>
<td>Climatological</td>
<td>No cloud; 100% cloudy</td>
</tr>
<tr>
<td>( \Delta z ) (m)</td>
<td>200</td>
<td>None.</td>
</tr>
</tbody>
</table>

to completely clear or completely cloudy for the duration of the run (yellow lines) has one of the largest impacts of all the sensitivity tests. This is not surprising, as these are the two extremes of the cloud fields, whereas the other tests that change mixing and deposition parameters are not such extreme perturbations. In cases 1 and 5, having complete cloud cover attenuates the actinic flux at the location of the low level trajectories, so the photochemistry is less active and the \( O_3 \) loss is weaker than in other simulations. In case 2, the opposite is true, as light is reflected off the clouds below the plume, and there is an increase in the net photochemical \( O_3 \) production when there is more cloud cover.

In cases 1 and 5, changes to the wet deposition (red lines in Fig. 5a and 5d) can cause differences in \( O_3 \) of the order \( \pm 5 \) ppbv, with the dry deposition tests (green) having a similar effect in case 1 and less of an impact in case 5 where the air masses are well above the boundary layer. This is in contrast to case 3 (Fig. 5c), in which wet deposition had a minor influence (pink) relative to dry deposition (light green). Modifying the mixing rate (dark blue) only affects the \( O_3 \) by up to a few ppbv. The more influential part of the mixing scheme is the background.

The control simulation (black line) for case 3 overestimated the final \( O_3 \) by \( \sim 15 \) ppbv compared to the observations. Additional tests were performed to try and find a better agreement. Only results from the case 3 sensitivity tests that lowered \( O_3 \) are shown here. Fairall et al. (2006) derived \( O_3 \) dry deposition velocities based on data from the MBL during the ICARTT 2004 field campaign, calculating values up to \( 0.1 \) cm s\(^{-1}\) with a median of \( 0.044 \) cm s\(^{-1}\). A sensitivity test was performed with the \( O_3 \) dry deposition velocity increased to \( 0.1 \) cm s\(^{-1}\) (usually \( 0.03 \) cm s\(^{-1}\)) over the ocean (stronger \( O_3 \) dry deposition, light green), which improved the \( O_3 \) agreement. A simulation where dry deposition velocities of all species were doubled (and \( O_3 \) dry deposition doubled to \( 0.2 \) cm s\(^{-1}\)) was also carried out (all dry deposition...
Fig. 6. Comparison of modelled [OH] with that inferred from hydrocarbon measurements by Arnold et al. (2007). The 25th and 75th percentiles were calculated from the time-average OH along the trajectories within each ensemble. The black bars show the resulting range for the control ensemble (doubled dry deposition for case 3). The grey bars show the minimum and maximum of the results from all sensitivity experiments. Ensemble results are filtered such that only trajectories that reach the final Lagrangian match location are included here.

6 Evaluation of model against Lagrangian measurements

A direct comparison between the model and the observations is shown in Figs. 6, 7 and 8 for [OH], O_3 and CO, where the black bars show the 25th, 50th and 75th percentiles of the observations and the control ensemble simulations evaluated at the Lagrangian match windows (the doubled dry deposition run is used in place of the control for case 3). The 25th and 75th percentiles were calculated for each of the sensitivity tests, and the range of these results are shown by the grey bars, and therefore show the variability from within each ensemble, as well as from the perturbations to the model parameters. In each case, the trajectories considered to be outside of the main plume are excluded in the statistics. For cases 1 and 3, only trajectories that reach the region of the final Lagrangian match (latitudes south of 45° N for case 1; latitudes south of 55° N and longitudes east of 10° W for case 3) are included. For case 2, only trajectories initialised at 7.0 to 7.5 km altitude are included. For case 5, only trajectories initialised above 1 km are included. For the low altitude cases (1, 3 and 5), the cloud cover tests are excluded from the grey error bars in Fig. 6, as they give rise to an unrealistic perturbation to the [OH]. Case 2 contained higher loads of aerosol that may have affected the radiation budget, so the cloud simulations are retained. For the match on 22 July,
Arnold et al. (2007) state two calculated values for [OH], labelled as 1A and 1B.

Comparing [OH] inferred from observations and from the model is a way to evaluate the overall photochemical activity. The short lifetime and dependence on sunlight of OH means that it is highly variable in space and time, and it is therefore more meaningful to take an average over a long time period as a measure of the oxidising capacity of an air mass. Arnold et al. (2007) have inferred the [OH] between the upstream intercept and each subsequent intercept for each of the Lagrangian cases. Their Bayesian inference is based on having a good representation of the composition upstream and downstream, and calculating the [OH] and mixing rate that would give the correct photochemical activity to account for the transformation. The method refines a priori distribution using a model for hydrocarbon loss through reaction with OH and dilution with the background to give a posterior distribution that relates to the upstream and downstream observations equally. Many hydrocarbons with different reactivities were considered to sharpen the estimates. Arnold et al. (2007) also showed that the matches were strong in cases 2 and 5, in the sense that the hydrocarbon fingerprint provided a strong constraint on the posterior [OH], and weakest in case 3. This explains why the agreement between modelled and inferred [OH] is best in cases 2 and 5 (Fig. 6), and least good for case 3. In case 3, the variability in hydrocarbon mixing ratios was large in the upwind region near the East Coast USA. The upwind Lagrangian match time window had much lower butane mixing ratios than other parts of the plume at that time and also lower than observed west of Ireland (even though the other alkanes were consistent with loss by OH reaction and dilution). Therefore it is likely that mixing increased butane in the target air mass. This missing process leads to an underestimate of [OH] by Arnold et al. (2007), not reflected in the “error bars”.

Figure 7 shows that the O3 evolution is reproduced in the model. Case 5 shows the best agreement, as the Lagrangian matches were strong, and there is less influence from the surface compared to cases 1 and 3. Where there is a greater influence from the surface (cases 1 and 3), there is a wider spread in the sensitivity tests (grey bars) than the higher altitude cases (2 and 5).

In terms of oxidising capacity, case 2 is quite different from the other cases, which is to be expected as it is dry, at high altitude and contains high CO mixing ratios from the forest fire emissions. The main OH formation mechanism is through photolysis of O3 in the presence of water vapour, so less OH is formed compared to the other cases, which are in the lower troposphere. The air mass is driest in the first half of the transport, which is consistent with lower [OH] up until 20 July compared to 23 July. In addition, reaction with CO is one of the dominant sinks of OH, therefore the high CO mixing ratios (Fig. 8) from the fire emissions in this case will further reduce OH mixing ratios. For CO, it is likely that the initial conditions did not capture the most polluted part of the plume, leading to an underestimate in CO initially (as discussed in Sect. 4.2).

In the low altitude transport cases, the CO is generally overestimated by the model (Fig. 8), even when the joint Lagrangian match in terms of trajectories and hydrocarbon fingerprints is good. Assuming that the oxidation of CO by OH is reasonably represented (as the OH has a reasonable agreement with observations) the only other non-negligible production or loss of CO is through mixing.

When parameterising mixing in a Lagrangian model, there are two key elements to consider: the rate of mixing, and the surroundings with which the trajectory is mixing. As the mixing rates here are based on observations for each case, and perturbing them does not make a large difference, the mixing rates are unlikely to be the greatest source of error.

In CitTYCAT, the background is parameterised as if the ensemble of trajectories remained coherent in the horizontal. This means that the background air travels with the main polluted air mass, and therefore was also polluted from the initial conditions. However, in reality the trajectories at lower altitudes would travel slower; a pollution plume travelling above the marine boundary layer (MBL) would run over an older, cleaner MBL. A cluster analysis of ICARTT 2004 observations by Lewis et al. (2007) finds CO of ~64 ppbv for the MBL cluster and ~130 ppbv for the lower level outflow cluster. The lower level background in the simulations presented here has similar or higher CO to the low level outflow cluster, which is why the CO is systematically underestimated. In most cases, cleaner air is also brought across aloft through differential advection, unlike in the model.

### 7 ΔO3 partitioned by process

In order to examine the different chemical and physical processes influencing O3, the model tendencies due to different processes are partitioned, accumulated and output for the reference trajectory. The time-integrated tendency diagnostics are calculated using the following equation:

\[
\Delta c_i = \Delta c_{i-1} + \frac{\partial c}{\partial t}_i \times \left( \frac{\Delta c}{\Delta t} \right)_{i-1} + \left( \frac{\partial c}{\partial t} \right)_i, \tag{11}
\]

where \( \left( \frac{\partial c}{\partial t} \right)_i \) is the tendency at time step \( i \) for a particular process: chemical production, chemical loss, dry deposition, wet deposition or mixing. \( \Delta c_i \) is the time-integrated tendency from the start up to time step \( i \). The time interval is \( \Delta t \), which is 300 s in the simulations presented here. Note that the ODE integrator uses a shorter variable time-step to achieve a specified tolerance on the coupled solution, but this midpoint approximation to the rates is sufficient for diagnostics.
Fig. 7. Comparison of modelled and observed O$_3$, as Fig. 6.

7.1 $\Delta$O$_3$ partitioned by process in the sensitivity tests

Figure 9 shows the time-integrated O$_3$ tendencies ($\Delta$O$_3$) partitioned into chemical ($\Delta$O$_3$chem, solid lines) and physical ($\Delta$O$_3$phys, the sum of the tendencies due to mixing, dry and wet deposition, dotted lines) processes for each of the cases.

The control run for each case is shown in black. The control run using a more basic chemical scheme (which the case 1, 2 and 5 sensitivity tests are based on) is shown in purple. Changing the chemical scheme does not affect the broad features in the processing, except in case 3, where the trajectories pass over Nova Scotia. In the basic chemistry run, dry deposition over the land removes O$_3$ in the boundary layer, causing the decrease in $\Delta$O$_3$phys on days 205 to 206 (Fig. 9c). The inclusion of the more complex isoprene mechanism in the control run produces more O$_3$ in the boundary layer when the trajectories encounter isoprene emissions from Nova Scotia, which replenishes some of the O$_3$ lost by dry deposition. This change to the chemical scheme changes the background mixing ratios and the vertical gradient in the boundary layer, which affects $\Delta$O$_3$phys along the reference trajectory through mixing. An effect of this nature will be referred to here as indirect. In this example, altering the chemical scheme has a direct effect on $\Delta$O$_3$chem and an indirect effect on $\Delta$O$_3$phys. Conversely, changing the physical processes acting on O$_3$ precursors can affect the diagnosed $\Delta$O$_3$chem indirectly.

Although there is a clear difference in the $\Delta$O$_3$chem between the two chemical schemes (black and purple solid lines) in all cases, there is also an indirect effect on the $\Delta$O$_3$phys (black and purple dotted lines), which opposes the difference in each case. This indirect effect, or compensation effect, is also found when changing the physical parameters. Often, the simulations that give the least net photochemical O$_3$ production give the largest O$_3$ increases through mixing, and vice versa.

For example, the case 3 simulation with no cloud. Removing the cloud directly increases the photochemical destruction of O$_3$ (solid light blue line in Fig. 9c). However, there is also an indirect effect on the physical processing (dotted light
blue line). By changing the photochemical production and loss of O\textsubscript{3} throughout the ensemble, the vertical profile and gradient changes, and therefore so does the mixing tendency. This opposes the decrease in O\textsubscript{3} from chemistry, therefore the net effect is small. In contrast, halving the anthropogenic emissions (dark green) gives a similar end result, but through \(\Delta O_{3}\text{phys}\) alone.

In case 2, there is very little dilution of O\textsubscript{3} directly, however mixing affects O\textsubscript{3} mixing ratios indirectly through the dilution of precursors. There is 5.7 ppbv more net photochemical O\textsubscript{3} production in the run with weak mixing (dark blue solid) than the run with strong mixing (light blue solid), whereas the difference between the physical O\textsubscript{3} tendencies in these two runs is only 0.6 ppbv. The physical removal of O\textsubscript{3} precursors from the air mass has an effect on the photochemistry within that air mass, which is more important than mixing O\textsubscript{3} itself. These examples show how the physical and chemical processes acting on an air mass are interrelated, and that it is necessary to have fully coupled mixing and photochemistry in a Lagrangian model if the processes are to be captured realistically.

Real et al. (2007) have shown that biomass burning aerosol was important photochemically for this case. They implemented a different photolysis scheme (Fast-J) into CTtyCAT, which incorporates the effects of aerosol on photolysis rates. Averaging over the five day simulation, Real et al. (2007) found that the photolysis rate coefficient \(j_{NO_2}\) changed by \(-21\%\) when the aerosol was included. A similar order of magnitude reduction is seen here when comparing the control run (climatological clouds) with a run with no cloud, as \(j_{NO_2}\) changes by up to \(-30\%\) when cloud is removed. The overall effect on O\textsubscript{3} when cloud is removed is a reduction in the net photochemical production of O\textsubscript{3} (because light is no longer reflected off the clouds below the plume), however this is slightly offset by the indirect effect on mixing, which causes \(\Delta O_{3}\text{phys}\) to change in the opposite direction compared to \(\Delta O_{3}\text{chem}\). This suggests that although the photolysis rates are likely to be affected by the presence of aerosol, the O\textsubscript{3} mixing ratios may see a small difference.
as compensating effects make O₃ mixing ratios relatively insensitive to small changes to the model set up.

The only case with sustained net photochemical production of O₃ is the biomass burning plume, case 2. There is some net photochemical production at the start of cases 1 and 3, however after the first day there is a diurnal cycle of stronger photochemical removal in the day and weaker at night in all the low altitude cases. Even after several days of net photochemical destruction, the O₃ is still elevated from background mixing ratios in cases 3 and 5. The rate of net photochemical O₃ destruction is approximately −5 ppbv per day in the control runs (black) for all the low altitude cases (consistent with the loss found by Real et al., 2008). This indicates that it is the differences in the physical processing and the interaction with the surface that is defining the differences between these cases.

7.2 Summary of all cases

Modelled ΔO₃, partitioned by process, from each of the simulated cases is summarised in Fig. 10, alongside the total ΔO₃ observed by the aircraft. The first three bars for each case show the value of ΔO₃chem (dark blue), ΔO₃phys (cyan) and ΔO₃total (yellow) for the reference trajectory from the ensembles shown in Figs. 1, 2, 3 and 4 (these diagnostics are only saved for the reference trajectory). The error bars for each case are the minimum and maximum reference trajectory values from the sensitivity tests, plus an estimate for the ensemble spread for the ΔO₃total bar. There will also be an ensemble spread for ΔO₃chem and ΔO₃phys, but information about this is not saved. Observed ΔO₃total is shown by the brown bar, and is estimated taking into account the variability in both the upstream and downstream observations.

For all cases, ΔO₃phys is smaller in magnitude than ΔO₃chem, and acting in the opposite direction except for case 3. This is not because the physical processes necessarily have a small effect, it is because the physical processes often act in opposing directions at different stages in the simulation, depending on altitude and background profile, whereas the photochemistry in these cases generally acts in one direction (positive in the forest fire case, negative in the lower tropospheric cases).

Fig. 9. ΔO₃ partitioned by process and accumulated along the reference trajectory, as Fig. 5. Solid lines are from the accumulation of tendencies from chemistry (ΔO₃chem), and dotted lines are from the accumulation of tendencies from physical processes (ΔO₃phys).
Methven et al. (2006) revealed that the magnitude of the sensitivity tests overlap with the observations. This would make the range of the error bars encompass the full range of the sensitivity tests, and take into account the ensemble spread for $\Delta O_3$.

The large range in the $\Delta O_3$chem error bars is due to the differences between the two different chemical schemes (black and purple in Fig. 9). Of all the sensitivity tests, the largest change to the final $\Delta O_3$ is caused by changing the chemical scheme in the model, however the features in $\Delta O_3$chem and $\Delta O_3$phys are the same using both schemes ($\Delta O_3$chem is still greater than $\Delta O_3$phys using the basic scheme), except for case 3. The more extensive chemical scheme (which includes a more detailed isoprene mechanism) gives more $O_3$ production (in the biomass burning plume) and more $O_3$ destruction (in the lower tropospheric plumes) than the basic chemical scheme.

There is overlap between the modelled and observed $\Delta O_3$total, except in case 1. However, it should be noted that the sensitivity tests for cases 1, 2 and 5 used the basic chemistry scheme. If these tests used the full chemistry scheme and the model responded similarly, the results would cluster around the control simulation with the new chemistry (the coloured bars in Fig. 10). This would make the range of the case 1 sensitivity tests overlap with the observations.

Fig. 10. $\Delta O_3$ partitioned by process between the first and last Lagrangian match window for each case. Blue: $\Delta O_3$ from chemical tendencies in the model. Cyan: $\Delta O_3$ from physical process tendencies in the model. Yellow: total $\Delta O_3$ in the model. Brown: observed $\Delta O_3$, estimated taking into account both upstream and downstream variability. The blue, cyan and yellow bars show the best case simulation; error bars encompass the full range of the sensitivity tests, and take in to account the ensemble spread for $\Delta O_3$.

8 Discussion and conclusions

Four cases of long-range transport from the ITCT-Lagrangian 2004 experiment have been studied using a Lagrangian photochemical model. For each case, the air mass was intercepted several times by research aircraft during transport across the North Atlantic. A novel scheme for mixing through an ensemble of trajectories is used, which simulates the magnitude and variability of the observed $O_3$, CO, NO$_x$ and some hydrocarbons. The trajectory ensembles were created by releasing trajectories from points every 10s along the upstream flight track within the flight segment that matches with flights downstream. Thus each ensemble includes spread associated with sensitivity of trajectories to initial location and variability in the observed concentrations within the upstream air mass. Many ensemble simulations have been run for each case, which span the sensitivity to physical parameters. The range of parameters has been guided by the observations in the ITCT-Lagrangian 2004 campaign. Two chemical schemes of differing complexity are also used to characterise the sensitivity to the formulation of chemistry in the model. In this way, the study examines parametric and structural model uncertainty and compares it with initial condition sensitivity and observed variability. Where robust Lagrangian links have been established using coincident matches between trajectories and hydrocarbon fingerprints (Methven et al., 2006; Arnold et al., 2007), the model reproduces the average [OH] following each air mass inferred from hydrocarbon measurements and does not systematically under- or over-estimate [OH]. This indicates that this model of intermediate complexity produces realistic levels of photochemical activity, for these examples of mid-latitude transport across the North Atlantic.

The net change in ozone ($\Delta O_3$) modelled following the centroid (reference trajectory) of the air mass is in agreement with the pseudo Lagrangian aircraft observations in all four cases, given the observed variability upstream and downstream and the uncertainty associated with model parameters. The trajectory ensemble spread in $O_3$ for each case is similar to the spread in the reference trajectories for the model parameter sensitivity tests (not including changing the chemical scheme). This means that the uncertainty in the initial conditions and the trajectory followed is of the same magnitude as the uncertainty in defining the model parameters.

Since the simulated $\Delta O_3$ is supported by the observations, it is reasonable to use the model to ascribe the changes in composition to different processes acting in the model, and assume that the estimates represent the relative importance of those processes in the atmosphere. Accumulating Lagrangian tendencies associated with each process separately, using Eq. (11), revealed that the magnitude of $\Delta O_3$chem is greater than $\Delta O_3$phys in all cases. This is in part explained by cancellation effects on the physical processing, as mixing can be a positive or a negative tendency. In contrast, each case is in...
a regime of either net photochemical production (case 2) or destruction (cases 1, 3 and 5) of O_3. In the high altitude fire plume (case 2), chemical production of O_3 is dominant due to the abundance of precursors and low humidity. Cases 1 and 3 are both of low altitude transport of anthropogenic pollution. Case 5 is of transport behind a cold front at slightly higher altitude (∼2 km) than cases 1 and 3. These air masses were in an O_3 photochemical loss regime overall (approximately −5 ppbv per day in all control runs), due to the high humidity and temperature at low altitudes. This suggests that the differences in the O_3 evolution in each case are due to differences in the physical processing.

A clear example of the interaction between the physical and chemical processes can be seen in case 2. Altering the mixing parameter in case 2 results in a small direct change in ΔO_3phys, as the background O_3 is similar to that in the plume. However, the change to the mixing of precursors indirectly affects the photochemical production of O_3, such that the change to ΔO_3chem is greater than the change to ΔO_3phys. This highlights the necessity of coupling the chemistry and mixing in a Lagrangian model, as such indirect effects would not be seen if the model were not fully coupled.

In the cases where photochemistry is the dominant influence on O_3 (cases 2 and 5), there is better agreement with observations compared to the lower altitude cases where physical processing is more important (cases 1 and 3, where the physical interaction with the surface is stronger). This indicates a greater uncertainty in modelling the emissions, the dry deposition and the background profile in the boundary layer than in the chemical processing.

The relatively poor quality of the Lagrangian match in case 3, due partly to strong heterogeneity within the air mass leaving the USA (Methven et al., 2006; Real et al., 2008), means that the model results running from the measurements of the upwind aircraft are less well constrained by downwind measurements, and the inferences regarding model parameters are weaker. Increasing the dry deposition (as a simple representation of a boundary layer loss that is missing in the model) was required to bring the case 3 ensemble into agreement with the observations, as O_3 was overestimated with the default dry deposition.

The sensitivity tests for the lower tropospheric cases show that changing a model parameter has a different effect dependent on the case, and will often cause compensating effects in ΔO_3chem and ΔO_3phys, resulting in a small net effect. Case 3 travels at the lowest altitude, and therefore responds most strongly to changes in the emissions and the dry deposition. Case 1 is slightly higher in altitude (∼0.5 to 1.5 km) and here the dry deposition is still one of the most important factors, however wet deposition and cloud cover are also just as important. Case 5 is an air mass at ∼2 km altitude, and here the dry deposition tests make very little difference. The cloud cover is most important, followed by removing wet deposition and changing the mixing parameters (as air is mixed up from nearer the surface). This suggests that the model is only sensitive to dry deposition when the air mass of interest is below 2 km, in these cases of transport over the North Atlantic. If the air mass is within the well-mixed boundary layer, the model is less sensitive to the mixing parameterisation than for a plume just above the boundary layer.

In a Lagrangian modelling framework, the model error is eventually dominated by the chaotic nature of the atmosphere. Not only do the members of a trajectory ensemble spread, but the neighbours of a coherent ensemble change continuously with air masses from different origins. The most important factor influencing the mixing in the model is the background profile of composition. The assumption that it evolves only in the vertical, from the air masses sampled initially, becomes a greater limitation with time. One possible approach is to use a domain filling set of trajectories so that the neighbouring composition is known, even if it originates far from the target air mass. However, this is perhaps not cost effective relative to a grid-based model and the formulation of mixing is more uncertain. Despite this, in the cases examined, the approach agrees with Lagrangian observations spaced up to ten days apart, when observed variability within air masses and uncertainty associated with model parameters are accounted for. In contrast, in global Eulerian models, the limited resolution results in a misrepresentation of the rate of mixing between locations, which can then impact radical concentrations due to nonlinearity in the chemistry (e.g. Crowther et al., 2002).

In the cases examined spanning the North Atlantic, reduced complexity in the chemical mechanism introduces a similar uncertainty to variation in the parameters of the physical processes and both are larger than the observed variability within air masses. Therefore, it is possible to anticipate systematic errors in long-term simulations by CTMs using chemical schemes of similar reduced complexity. It would be instructive to compare CTMs by sampling them along the reference trajectories of the ITCT-Lagrangian cases as one means of exploring the sensitivity of a range of models to their formulation of chemical and physical processes.
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