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Abstract. Supplementary material consists of (1) a description of the CSIRO-Mk3.6 GCM, with a primary focus on the aspects that differ from earlier versions, (2) an overview of the global-mean aerosol simulation, (3) breakdown of anthropogenic aerosol forcing into direct and indirect effects.

S1 Model description
S1.1 Overview

The CSIRO Mark 3.6 (CSIRO-Mk3.6) GCM was developed from the earlier Mk3.5 version, which was described in detail by Gordon et al. (2002, 2010). It is a coupled atmosphere-ocean model with dynamic sea ice. It also has a soil-canopy scheme with prescribed vegetation properties. The ocean, sea-ice and soil-canopy models are unchanged between Mk3.5 and Mk3.6. The main differences between Mk3.5 and Mk3.6 are the inclusion of an interactive aerosol treatment and an updated radiation scheme in Mk3.6. Rotstayn et al. (2010) gave an overview of CSIRO-Mk3.6; they also assessed the model’s simulation of Australian mean climate and natural rainfall variability associated with ENSO, with generally favourable conclusions. Here, we briefly describe the main components of the model, with more detail about the aerosol and radiation treatments in Sect. S1.2.

The atmospheric component is a spectral model, which utilizes the flux form of the dynamical equations (Gordon, 1981). It has 18 vertical levels and horizontal resolution of approximately $1.875° \times 1.875°$ (spectral T63). Advection of water vapour, cloud water and trace quantities is not treated spectrally; vertical advection is handled using a flux-corrected transport scheme (Van Leer, 1977), and horizontal advection is handled using a semi-Lagrangian scheme (McGregor, 1993).

The ocean model is based on version 2.2 of the Modular Ocean Model (MOM2.2; Pacanowski, 1996). Every atmospheric grid-box is coupled to two oceanic grid-boxes: enhanced north-south resolution in the ocean model was implemented with the aim of improving the representation of tropical variability. The ocean model thus has resolution of approximately $0.9375° \times 1.875°$ and has 31 vertical levels. Several improved physical parameterizations were implemented in Mk3.5 to reduce biases and climate drift in the earlier Mk3.0 version (Gordon et al., 2002, Fig. 22). In particular, the ocean model was upgraded to include spatially varying eddy-transfer coefficients (Visbeck et al., 1997) and a revised parameterization of mixed-layer depth (Kraus and Turner, 1967). Changes to the ocean-atmosphere coupling included an improved river-routing scheme, with time-delay due to flow (Gordon et al., 2010). The sea-ice model is based on O’Farrell (1998), with revised numerics as described by Gordon et al. (2010).
S1.2 Interactive aerosol scheme

There are 11 prognostic mass tracers in the aerosol scheme: dimethyl sulfide (DMS), sulfur dioxide (SO$_2$), sulfate, hydrophobic and hydrophilic forms of black carbon (BC) and organic carbon, and four size bins of mineral dust, with radii ranging from 0.1–1, 1–2, 2–3 and 3–6 µm respectively. A factor of 1.3 is used to convert the mass of organic carbon to the mass of organic aerosol (OA) (Penner et al., 1998). Similar adjustments were applied in earlier versions of the model (Rotstayn et al., 2007, 2010). We justified this by the large uncertainty in emissions of biomass burning aerosol (Bond et al., 2004), and the standard inventory’s omission of anthropogenic secondary organic aerosol (SOA), which can substantially enhance effective emissions of OA (Kanakidou et al., 2005; Lee et al., 2008). The relatively small emissions of black carbon from aviation were omitted from our simulations. With these adjustments, the annual emission of BC in the year 2000 is 9.7 Tg (compared to 7.7 Tg in the standard inventory), and the emission of OA from anthropogenic and biomass-burning sources is 53 Tg C (compared to 35 Tg C in the standard inventory).

Prescribed anthropogenic and biomass-burning sources of sulfur, BC and OA are based on the recommended data sets for CMIP5 (Lamarque et al., 2010), with some modifications. We uniformly increased the emissions of BC (by 25 %) and OA (by 50 %) to improve the agreement between modelled and observed fields of carbonaceous aerosol. Similar adjustments were applied in earlier versions of the model (Rotstayn et al., 2007, 2010). We justified this by the large uncertainty in emissions of biomass burning aerosol (Bond et al., 2004), and the standard inventory’s omission of anthropogenic secondary organic aerosol (SOA), which can substantially enhance effective emissions of OA (Kanakidou et al., 2005; Lee et al., 2008). The relatively small emissions of black carbon from aviation were omitted from our simulations. With these adjustments, the annual emission of BC in the year 2000 is 9.7 Tg (compared to 7.7 Tg in the standard inventory), and the emission of OA from anthropogenic and biomass-burning sources is 53 Tg C (compared to 35 Tg C in the standard inventory).

Prescribed natural sources of sulfur comprise SO$_2$ from continuously erupting volcanoes (8.0 Tg S yr$^{-1}$) and biogenic emissions of DMS from oceans, soils and plants (0.9 Tg S yr$^{-1}$) (Rotstayn and Lohmann, 2002). The oceanic DMS source is calculated from a global database of DMS measurements, and is thus representative of modern-day climate (Kettle et al., 1999; Kettle and Andreae, 2000). The DMS flux parameterization is based on the quadratic relation from Nightingale et al. (2000) for wind speeds below 13 m s$^{-1}$ and the piecewise-linear relation from Liss and Merlivat (1986) for wind speeds above 18 m s$^{-1}$, with a linear transition between them at wind speeds from 13 to 18 m s$^{-1}$. A parameterization of sub-grid gustiness due to deep convection and free convection is included, analogous to that used in the dust scheme (Rotstayn et al., 2011). With these treatments, the global oceanic DMS source is 27 Tg S yr$^{-1}$ in 2000, which is larger than the source of 18 Tg S yr$^{-1}$ prescribed for the AeroCom models (Dentener et al., 2006). However, an updated DMS database (Lana et al., 2011) indicates that global DMS emissions are larger than previously thought, with a best estimate of 28.1 Tg S yr$^{-1}$, so the emissions in our model may not be excessive.

The prescribed climatological source of natural SOA assumes rapid conversion to OA of a fixed percentage of the terpene emission from Guenther et al. (1995); earlier versions of the model assumed a yield of 13 %, giving a global source of 16.4 Tg C per annum. In view of evidence that this may seriously underestimate global production of biogenic SOA (Kanakidou et al., 2005; Goldstein and Galbally, 2007), the yield was increased to 28 %, corresponding to a global source of 35 Tg C. However, recent work by Pye et al. (2010) suggests that this may be an overestimate: using a global chemical transport model, they estimated that 14–15 Tg yr$^{-1}$ of SOA is formed from terpenes and 8–9 Tg yr$^{-1}$ from isoprene, for a total yield of 22–24 Tg yr$^{-1}$ of biogenic SOA.

The treatment of mineral dust emission follows Ginoux et al. (2001, 2004). The scheme is based on satellite retrievals from the Total Ozone Monitoring Spectrometer (TOMS), which indicate that most large dust sources correspond to topographic depressions (Prospero et al., 2002). Further details of the dust scheme are given by Rotstayn et al. (2011), who obtained global dust emissions of 3569 Tg for the year 2000. This is somewhat larger than the range of 1000 to 3000 Tg yr$^{-1}$ that was found to be consistent with observations by Cakmur et al. (2006). Rotstayn et al. (2011) attributed the relatively large dust emission to the model’s implementation of a sub-grid gustiness parameterization, and noted that this was the likely cause of a global dust burden close to the high end of the range found in other dust models.

Treatments of aerosol transformations are limited to oxidation reactions involving sulfate precursors, and a simple time-dependent decay of hydrophobic carbonaceous aerosols to their respective hydrophilic forms. The treatment of tropospheric sulfur chemistry is based on Feichter et al. (1996), with modifications as in Rotstayn and Lohmann (2002). The carbonaceous aerosol module (Cooke et al., 1999) assumes a fixed e-folding time of 1 day for the conversion of BC and OA from their hydrophobic to hydrophilic forms.

Tracer transport occurs by advection, vertical turbulent mixing and vertical transport inside deep convective clouds. The treatments of advection and vertical turbulent mixing were described in Sect. S1.1. Convective tracer transport is based on the vertical profiles of the updraft mass flux and compensating subsidence generated by the convection scheme (Gregory and Rowntree, 1990); further details are given by Rotstayn and Lohmann (2002).

Prognostic aerosols are removed from the atmosphere by wet and dry deposition, and (for dust) by gravitational settling. Wet deposition processes include in-cloud and below-cloud scavenging by rain and snow (Rotstayn and Lohmann, 2002). Dry deposition processes follow Lohmann et al. (1999) for sulfate, SO$_2$ and carbonaceous aerosol. The treatments of dry deposition and gravitational settling of dust follow Ginoux et al. (2001).
S1.3 Radiation and indirect aerosol effects

The aerosol treatments in CSIRO-Mk3.6 are supported by an updated radiation scheme that can treat aerosol-radiative effects (which was not possible in Mk3.5). The radiation scheme includes the shortwave effects of all the above aerosol types and the longwave effects of dust and stratospheric aerosol. Details of the aerosol optical properties, including the treatment of hygroscopic growth, are given by Rotstayn et al. (2007), with updates to the dust treatment described by Rotstayn et al. (2011). The shortwave radiation scheme is a two-stream code with 12 bands and 24 k terms (Grant and Grossman, 1998; Grant et al., 1999). The longwave scheme has 10 bands – a combination of k distribution and pre-computed transmittances (Grant et al., 1999; Chou and Lee, 2005). Another advantage of the new radiation scheme is the ability to treat non-CO₂ GHGs (methane, nitrous oxide and halocarbons), avoiding the need for the “equivalent CO₂” approximation that was used in Mk3.5.

The model also includes treatments of aerosol indirect effects on liquid-water clouds. The parameterisation of cloud droplet number concentration \( N_d \) is based on the relation from Jones et al. (1994), namely

\[
N_d = \max\{375 \times 10^6 (1 - e^{-2.5 \times 10^{-9} A}), N_{\min}\}, \tag{1}
\]

where \( N_{\min} = 10 \times 10^6 \) and \( A \) is the number concentration of hydrophilic aerosols (in m\(^{-3}\)). In the radiation scheme, carbonaceous aerosols (OA and BC) are assumed to exist as an internal mixture, and all other aerosol species are externally mixed; for consistency, this assumption is also applied to the calculation of \( N_d \). Thus \( A \) is taken as the sum of the concentrations of sulfate, sea salt and hydrophilic carbonaceous aerosol. The conversion from aerosol mass concentration \( m_s \) (carried prognostically by the model) to aerosol number \( A_s \) for sulfate and carbonaceous aerosol is based on the same (prescribed) mass-number relationship that is used for that species in the radiation scheme. Thus if \( m_s \) and \( m_c \) are respectively the mass concentrations of sulfate and hydrophilic carbonaceous aerosol (OA plus BC) in kg m\(^{-3}\), \( A = 5.1 \times 10^{17} m_s + 3.0 \times 10^{17} m_c \). The windspeed-dependent diagnostic relation for sea salt in the marine boundary layer provides number concentrations of sea salt (O’Dowd et al., 1997), so no conversion is necessary. Note that the use of Eqn. (1) entails the simplifying assumption that different aerosol species have the same efficiency as CCN, whereas in reality carbonaceous aerosol is less soluble than sulfate and sea salt.

Equation (1) feeds into the calculation of cloud droplet effective radius, which includes a parameterization of the observed increase of droplet spectral dispersion with increasing \( N_d \) (Rotstayn and Liu, 2009). In stratiform clouds, Eq. (1) also feeds into the calculation of drizzle formation (“autoconversion”; Rotstayn and Liu, 2005), which affects the persistence of liquid water clouds (the so-called second indirect effect). The autoconversion scheme also includes a simple parameterization of sub-grid cloud-water variability, whereby only the part of the grid box in which the cloud liquid-water content exceeds the autoconversion threshold is used in the calculation of autoconversion (Rotstayn, 2000); one effect of this parameterization is to reduce the magnitude of the simulated second indirect effect, for a given treatment of the autoconversion rate and threshold.

The aerosol treatments in our model are simplified in many respects. For example, a limitation of the single-moment scheme is that different aerosol modes cannot interact (e.g. by coagulation or heterogeneous chemistry). Parameterization of cloud droplet number concentration as an empirical function of aerosol number ignores much of the subtle physics and chemistry of cloud droplet nucleation. These and other limitations are discussed in more detail by Rotstayn et al. (2007). Having said that, similar simplifications are adopted in many current GCMs, due to the long time integrations and multiple ensembles that are needed for climate studies.

S2 Global-mean aerosol simulation

Table S1 shows global-mean column burdens for the aerosol species treated by the model, for both 1850 and 2000. Also shown are reference ranges for the year 2000, based on one or more studies that have reviewed a range of models. The most notable feature of Table S1 is that the Mk3.6 column burdens of sulfate, OA and dust in 2000 are close to the top of their reference ranges.

Table S1. Comparison of global-mean dry aerosol column burden (in mg m\(^{-2}\)) from the years 1850 and 2000 of the HIST ensemble with a modern-day reference range from other models.

<table>
<thead>
<tr>
<th>Species</th>
<th>CSIRO-Mk3.6 1850</th>
<th>CSIRO-Mk3.6 2000</th>
<th>Reference range 2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sulfate</td>
<td>2.7</td>
<td>6.0</td>
<td>1.2–6.3</td>
</tr>
<tr>
<td>OA</td>
<td>5.2</td>
<td>6.8</td>
<td>0.9–6.7</td>
</tr>
<tr>
<td>BC</td>
<td>0.24</td>
<td>0.57</td>
<td>0.09–1.0</td>
</tr>
<tr>
<td>Dust</td>
<td>69.9</td>
<td>71.0</td>
<td>16–71</td>
</tr>
<tr>
<td>Sea salt</td>
<td>12.8</td>
<td>12.8</td>
<td>4.8–25.8</td>
</tr>
</tbody>
</table>

\(^a\) Liu et al. (2005); \(^b\) Kinne et al. (2006); \(^c\) Jathar et al. (2011); \(^d\) Kinne et al. (2006). A contributing factor to the relatively large sulfate burden in the year 2000 is the relatively large emission of DMS (27 Tg S yr\(^{-1}\)), but this also tends to increase the sulfate burden in 1850. The difference in the sulfate burden between 2000 and 1850 is 3.3 mg m\(^{-2}\). This can be compared with Schulz et al. (2006), who found an average increase since preindustrial times of 2.12 mg m\(^{-2}\) in the AeroCom models (with a standard deviation of 0.82 mg m\(^{-2}\)) and an average...
increase in other studies of 2.70 mg m$^{-2}$ (with a standard deviation of 1.09 mg m$^{-2}$).

The large OA burden for year-2000 is consistent with our large emissions of OA, in which both the anthropogenic emissions and natural SOA emissions were increased with respect to their default values. However, the relative change in OA burden from 1850 to 2000 is smaller than that obtained for sulfate and BC; this is due to the substantial contribution from SOA (which is unchanged between 1850 and 2000) and the relatively small difference between preindustrial and modern-day biomass-burning emissions in the inventory from Lamarque et al. (2010).

Although we also scaled-up the BC emissions, our global-mean BC column burden for 2000 is not especially large with respect to the reference range. This may reflect the fact that our BC emissions of 9.7 Tg yr$^{-1}$ are still smaller than those assumed in some earlier studies, e.g. an average of 11.9 Tg yr$^{-1}$ for the AeroCom models (Textor et al., 2006).

As mentioned above, the relatively large dust burden can be attributed to the strong effect of the sub-grid gustiness parameterization in the dust uplift scheme (Rotstayn et al., 2011). The sea-salt burden is close to the middle of the range of results from the AeroCom models.

In summary, the total modern-day aerosol burden in CSIRO-Mk3.6 is relatively large, but this is partly related to large emissions of natural aerosols (dust, SOA and sulfate derived from DMS) and a relatively small difference between preindustrial and modern-day biomass-burning emissions in the CMIP5 emission inventory. As discussed above for sulfate, the change between the preindustrial and modern-day burden is larger than average, but not outside the range of earlier studies.

The global-mean aerosol optical depth at 550 nm for the year-2000 simulation is 0.175. Consistent with the relatively large burdens of sulfate, OA and dust, this is somewhat higher than the global average suggested by a composite of satellite retrievals (~0.15) and by surface-based remote sensing (~0.135) (Kinne et al., 2006). Similarly, Remer et al. (2008) inferred a global-mean aerosol optical depth of 0.13 to 0.14 over oceans, and 0.19 over land from the Collection 5 Moderate Resolution Imaging Spectroradiometer (MODIS) aerosol products. Our global-mean aerosol optical depth at 550 nm in 1850 is 0.125, so the anthropogenic component (estimated as 2000 minus 1850) is 0.050. This is somewhat larger than an average of 0.029 in the AeroCom models, and an average of 0.041 found in other studies by Schulz et al. (2006). However, it is not outside the range obtained from these studies: the standard deviation was 0.010 for the AeroCom models, and 0.012 for the other models.

S3 Aerosol direct and indirect forcing

It is interesting to consider the breakdown of aerosol forcing into direct and indirect effects. We calculated the direct and first indirect (cloud-albedo) effects as instantaneous forcings, using two pairs of five-year runs with prescribed SSTs and sea ice (similar to the approach used to calculate the RFP in the main text). However, instead of taking the change in net TOA radiation, instantaneous forcings were calculated using double calls to the shortwave radiation scheme, in the manner of Lohmann et al. (2010).

![Figure S1](image-url)  
**Fig. S1.** Anthropogenic aerosol instantaneous forcing (calculated as the difference between 2000 and 1850) in W m$^{-2}$: (a) direct effect at TOA, (b) direct effect at the surface, (c) first indirect effect at the TOA. The global-mean value for each plot is shown in its header.

Figure S1a shows the direct aerosol forcing at the top of the atmosphere. The global-mean direct TOA forcing ($-0.25$ W m$^{-2}$) is close to the best estimate of $-0.30$ W m$^{-2}$
from Myhre (2009), who demonstrated consistency between a model and satellite-retrieved values. As expected in the presence of absorbing aerosols, the direct surface forcing in Fig. S1b is generally larger in magnitude than the TOA forcing; the difference (1.53 W m$^{-2}$ in the global mean) represents atmospheric aerosol absorption. Some areas where the surface forcing is positive (e.g. over the south-eastern USA) occur because biomass-burning aerosol emissions in the inventory of Lamarque et al. (2010) are higher there in 1850 than in 2000. The pattern of the first indirect effect (Fig. S1c) shows some similarity to the direct effect, but there is a noticeable enhancement in regions of persistent low cloud cover, such as the eastern subtropics of the Pacific and Atlantic Ocean basins.
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