Projections of mid-century summer air-quality for North America: effects of changes in climate and precursor emissions
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Abstract. Ten year simulations of North American current and future air-quality were carried out using a regional air-quality model driven by a regional climate model, in turn driven by a general circulation model. Three separate summer scenarios were performed: a scenario representing the years 1997 to 2006, and two SRES A2 climate scenarios for the years 2041 to 2050. The first future climate scenario makes use of 2002 anthropogenic precursor emissions, and the second applied emissions scaling factors derived from the IPCC Representative Concentration Pathway 6 (RCP 6) scenario to estimate emissions for 2050 from existing 2020 projections. Ten-year averages of ozone and PM$_{2.5}$ at North American monitoring network stations were used to evaluate the model’s current chemical climatology. The model was found to have a similar performance for ozone as when driven by an operational weather forecast model. The PM$_{2.5}$ predictions had larger negative biases, likely resulting from the absence of rainwater evaporation, and from sub-regional negative biases in the surface temperature fields, in the version of the climate model used here.

The differences between the two future climate simulations and the current climate simulation were used to predict the changes to air-quality that might be expected in a future warmer climate, if anthropogenic precursor emissions remain constant at their current levels, versus if the RCP 6 emissions controls were adopted. Metrics of concentration, human health, and ecosystem damage were compared for the simulations. The scenario with future climate and current anthropogenic emissions resulted in worse air-quality than for current conditions – that is, the effect of climate-change alone, all other factors being similar, would be a worsening of air-quality. These effects are spatially inhomogeneous, with the magnitude and sign of the changes varying with region. The scenario with future climate and RCP 6 emissions for 2050 resulted in an improved air-quality, with decreases in key pollutant concentrations, in acute human mortality associated with air-pollution, and in sulphur and ozone deposition to the ecosystem. The positive outcomes of the RCP 6 emissions reductions were found to be of greater magnitude than the negative outcomes of climate change alone. The RCP 6 scenario however resulted in an increase in the deposition of nitrogen, as a result of increased ammonia emissions expected in that scenario, compared to current ammonia emissions levels.

The results of the study raise the possibility that simultaneous reductions of greenhouse gases and air pollution precursors may further reduce air pollution levels, with the added benefits of an immediate reduction in the impacts of air pollution on human and ecosystem health. Further scenarios to investigate this possibility are therefore recommended.

1 Introduction

Global climate change occurs through changes in the balance of incoming and outgoing radiation in the complete climate system, and may manifest itself as alterations in the mean and statistical distribution of meteorological parameters such as temperature, wind speed and direction, humidity, and precipitation at the regional and local scale (IPCC, 2007). These
variables, in turn, impact gas phase and aerosol chemistry, transport, cloud processing of gases and aerosols, and emissions and deposition. Climate change may thus affect the formation and distribution of both ozone (O$_3$) and particulate matter (PM), two key indexes for air quality. Gases and aerosols may also affect climate, by interacting with the incoming (solar) and outgoing (terrestrial) radiation.

Climate change impacts on air quality noted in the literature include: (1) an increase in temperature causing an increase in water vapour concentrations: both water vapour and temperature changes affect chemical reaction rates; (2) a change in the spatial and temporal distribution of meteorological conditions: local changes in weather patterns giving rise to changes in air quality; (3) modifications to global circulation dynamics, resulting in changes to the distribution of pollutants; (4) changes to the emissions of natural precursor gases, which are meteorologically driven; and (5) decreased cloudiness, resulting in enhanced photochemical smog production (Jacob and Winner, 2009; Hogrefe et al., 2004; Leung and Gustafson, 2005; Dawson et al., 2007; Liao et al., 2006; Stevenson et al., 2006; Steiner et al., 2006; Forkel and Knoche, 2006). A more comprehensive review of climate change and air quality is provided in Kelly et al. (2012); a summary is provided below.

The most comprehensive projections of future climate rely on global or regional scale numerical models of the climate system based on fundamental physical principles (CMOS, 2007). Projected changes in climate resulting from the use of these global models can be related to regional air quality indicators through downscaling, either statistical or dynamical. Demuzere and van Lipzig (2010a) provide an overview of the many different approaches to statistical downscaling. These approaches are easily implemented, computationally inexpensive, and flexible, but are predicated on the assumption that the current climate statistical relationships between predictors and predictands will remain valid in a future climate, and the assumption of no change in emissions, transport or chemical formation processes (Demuzere and van Lipzig, 2010a, b; Timbal et al., 2009; Wise, 2009). In dynamical downscaling, global scale climate information at a coarse resolution is used to drive a higher resolution regional model which is run over a limited area, and may involve General Circulation Models (GCMs; resolution of a few hundreds of kilometers), global Chemical Transport Models (CTMs), Regional Climate Models (RCMs; resolution of a few tens of kilometres, simulating up to a single continent) and regional CTMs. Global climate and chemistry models (cf. Liao et al., 2004; Mickley et al., 2004a, b; Brasseur et al., 2006; Stevenson et al., 2006; Wu et al., 2007) have insufficient spatial resolution to resolve atmospheric, chemical, and surface processes used for assessing regional air quality (Leung and Gustafson, 2005). Regional-scale models are required to prevent O$_3$ underestimates in urban areas and overestimates in background areas (Racherla and Adams, 2008), capture concentration spikes (Forkel and Knoche, 2006), and capture spatial distributions in emissions, land cover, dispersion and concentrations (Liao et al., 2006).

Regional modelling studies have shown that areas experiencing high O$_3$ concentrations under the current climate are usually predicted to experience an increase of 1 to 6 ppbv in average daily maximum 8-h O$_3$ concentration (md8hrO3) in the future. A large portion of this increase is often attributed to changes in biogenic emissions, associated with changes in temperature and surface photosynthetically active radiation (Hogrefe et al., 2004; Civerolo et al., 2007; Forkel and Knoche, 2006; Murazaki and Hess, 2006; Steiner et al., 2006; Bell et al., 2007; Jacob and Winner, 2009). A complicating factor in this regard is the timing and the extent to which the spatial distribution of hydrocarbon-emitting vegetation may change in response to a changing climate (Chen et al., 2009a, b; Lam et al., 2011; Wu et al., 2008a, b; Fiore et al., 2011). Local conditions such as the emissions of other O$_3$ precursors also have a significant effect on local O$_3$ production (Forkel and Knoche, 2006; Bell et al., 2007). Changes to precursor emissions have a larger impact on O$_3$ production than variations in meteorology associated with climate change (Racherla and Adams, 2009; Jacobson and Streets, 2009; Lin et al., 2010; Kawase et al., 2011; Lam et al., 2011). In addition to interannual variability and the specifics of projected changes in physical climate at the regional scale, the effects of model resolution, boundary conditions, and chemical mechanisms as all contribute to the spread in projected changes in ozone (Avise et al., 2009; Racherla and Adams, 2008; Wu et al., 2008b; Forkel and Knoche, 2007). Despite these variations, the general consensus indicates that the eastern US and parts of Europe will see an increase in the md8hrO3 under the IPCC A and B scenarios (IPCC, 2007). Areas with high pollution are expected to see increases in this metric, while rural areas are expected to see minimal impacts or decreases (Jacob and Winner, 2009).

The impact of future climate change on PM$_{2.5}$ is an emerging area of study (Liao et al., 2006, 2007; Racherla and Adams, 2006; Tagaris et al., 2007, 2008; Avise et al., 2009; Wise, 2009), with most studies reporting increases in aerosol species components or aerosol burden (cf. Liao et al., 2006). Many studies link variations in aerosol projections with future precipitation (Jacob and Winner, 2009; Racherla and Adams, 2006).

Accounting for interannual variability is essential to GCM-CTM studies and may have contributed to some of the above-mentioned inter-model variability in projections of future air-quality. Racherla and Adams (2008) found it necessary to use five years or more of simulation data in order to separate the effects of future climate change and interannual variability on ozone episodes in the eastern United States. Leung and Gustafson (2005) used 10 yr periods to avoid interannual climate variations that might otherwise obscure long term trends.

While the studies described above focus on changes in ambient concentrations or related metrics, regional air-quality
models are capable of providing projections on other aspects of the impacts of air pollution. For example, regional models may be used to estimate the potential damage to ecosystems and impacts on crop yields through estimating spatial varying levels of acidifying deposition (cf. Makar et al., 2009) and ozone deposition (Engardt, 2008; Van Dingenen et al., 2009; Stella et al., 2011). The human-health impact of air pollution is one of the main drivers behind research in this field, with potentially substantial health effects resulting from climate-change-induced changes in air-quality (Sheffield et al., 2011; Chang et al., 2010; Tagaris et al., 2009, 2010; Cheng et al., 2009; Jackson et al., 2010). Global financial losses due to reductions in crop yields resulting from ozone deposition are expected to reach between $1 billion to $17 billion, depending on the emissions scenario employed (Averyn et al., 2011). The estimated global annual health costs due to ozone pollution by 2050 are expected to be $580 billion US, with mortalities due to acute exposure exceeding 2 million (Selin et al., 2009).

A more comprehensive review of the current state of climate–air-quality modelling may be found in Kelly et al. (2012).

In the work described below, a regional climate model was used to downscale a general circulation model’s climate, and the resulting meteorological fields were used to drive an offline regional air-quality model. Three separate 10 yr simulations of summer (June-July-August) air-quality were created. The first scenario examines the model’s ability to reproduce the air-quality of the current climate, with a detailed statistical comparison against monitoring data collected across North America. The remaining two scenarios represent different possible sets of future conditions for the years 2041 to 2050. Both future experiments use the same set of RCM-derived meteorology, following the SRES A2 scenario. The future scenarios differ in the anthropogenic air pollution precursor emissions assumed, with one scenario making use of current condition precursor emissions, and the other making use of one of the IPCC Representative Concentration Pathway emission scenarios (RCP 6) to scale the present-day emission fields to 2050 values. Results are presented for a domain covering most of the contiguous United States and Canada, noting here that few studies currently exist that examine the future impact of climate change on air quality in Canada. Tagaris et al. (2008) and Cheng et al. (2007b) represent the only future projections of which we are aware, and only cover southern Canada. The scenarios and differences between the scenarios are identified in Table 1.

Differences between the first two scenarios (ΔCC, see Table 1) provide guidance on the question “What are the impacts of climate change on air pollution, if air pollution precursor emissions are unchanged?” Differences between the first and third scenario (ΔCE, see Table 1) address the question, “How would the impact of climate change on air pollution be modified, in response to variations in anthropogenic air pollution precursor emissions?” In addition to scenario comparisons using various concentration metrics, we use our results to explore the impacts of air quality and climate change on human and ecosystem health, through the use of a multi-pollutant acute exposure metric, and deposition totals for acidifying pollutants and ozone.

We note that although comprehensive numerical models are the best tools currently available, these models are only approximations with uncertainties resulting from the grid resolution, choice of processes to represent in the model, and the manner in which these processes are represented (especially those involving the formation and behaviour of clouds and precipitation) (Hogrefe et al., 2004; Murphy et al., 2004; Stainforth et al., 2005). Different models handle processes occurring within the atmosphere in different ways, leading to a range of sensitivities to future climate change impacts (Hogrefe et al., 2004). These factors give rise to uncertainty in the projections presented below and argue for the use of multi-model ensembles of projections (US EPA, 2009).

### 2 Methodology

The modelling system used for this work has three components: the Canadian Coupled General Circulation Model (CGCM, v3.1), the Canadian Regional Climate Model (CRCM, v4.2.3), and A Unified Regional Air-quality Modelling System (AURAMS, v1.3.2). The global climate change projection was provided by the CGCM and dynamically downscaled to the higher resolution required for the regional CTM using the CRCM. High frequency output of all meteorological variables required by AURAMS was saved from the CRCM and AURAMS was subsequently run to
calculate the chemistry and aerosol fields. The details of the setup of each model are given below.

2.1 CGCM

The global simulations were produced using the third-generation of the Canadian Centre for Climate Modelling and Analysis Coupled General Circulation Model (Flato et al., 2000). The atmospheric components of the model are described in Scinocca et al. (2008) and, relative to the second generation model, contains notable improvements to the representation of land surface processes (Verseghy, 2000), a new orographic gravity wave drag parameterization (Scinocca and McFarlane, 2000) and a penetrative mass flux scheme for deep convection (Zhang and McFarlane, 1995). The atmospheric model is coupled to flux-adjusted version of the National Centre for Atmospheric Research Community Ocean Model (NCOM 1.3) (Gent et al., 1998). For the simulations used here the ocean model was run at an approximate resolution of 1.8 degrees with 29 vertical levels.

The future scenario used here followed the SRES A2 scenario and was one member of the ensemble submitted to the World Climate Research Programme’s Third Coupled Model Intercomparison Project (CMIP3; Meehl et al., 2007).

2.2 CRCM

Detailed descriptions of the development of the Canadian Regional Climate model can be found in Caya and Laprise (1999), Laprise et al. (2003), Plummer et al. (2006), Sushama et al. (2010), and Mladjic et al. (2011). The CRCM operates on a uniform polar stereographic grid with a 45 km resolution true at 60°N (see Fig. 1 for the domain used here), and a Gal-Chen vertical coordinate with variable resolution is used. The CRCM vertical levels are staggered on terrain-following Gal-Chen coordinates (Gal-Chen and Sommerville, 1975) and increase in thickness from approximately 60 m at the surface to 3.5 km near the model lid at 29 km. All vertical levels of the CRCM fall within the vertical domain of the driving data provided by the CGCM. Subgrid-scale physics in the fourth version of the CRCM makes use of the same package used in the CGCM3 (aside from the cumulus convection parameterization, which makes use of the Kain and Fritsch, 1990 formulation with modifications by Bechtold et al., 2001).

Lateral boundary conditions for the meteorological variables are interpolated from six-hourly output from the CGCM. One-way nesting using the method of Davies (1976) is applied over a nine-gridpoint wide buffer zone for horizontal winds, temperature and humidity. Within the interior of the CRCM large-scale, defined as having a wavelength of greater than ~1400 km, features in the horizontal winds and temperature are weakly nudged towards the CGCM winds. Nudging for the wind fields is only applied on model levels above 500 hPa and for temperature above 50 hPa. More details on the application of the nudging procedure can be found in Riette and Caya (2002).

In order to provide meteorological data to run AURAMS, extensive modifications were required to the CRCM’s output procedures. Some of the fields from the CRCM are output as running averages or accumulated quantities, while AURAMS requires the entire state of the atmosphere to be provided at individual time steps. In addition, many of the fields required by AURAMS are not part of the CRCM’s suite of standard outputs, in turn requiring additional coding to extract these variables from different parts of the CRCM code. These modifications did not affect the values of the model output – rather, the CRCM’s output capacity was enhanced, in order to allow the additional fields and the high resolution time step of the output (15 min) to be available for use by AURAMS. This modified version of the CRCM was used to rerun 1 May through 30 August of the years 1997 through 2006, and 2041 through 2050, using restart files from a previously completed CRCM simulation covering the period 1959 through 2100. This procedure preserved the “spun-up” state of the soil-atmosphere system. Subsequent AURAMS simulations started on 15 May of each simulated year, with the 15–30 May period used as spin-up to allow AURAMS chemistry to reach a quasi-steady-state.

2.3 AURAMS

AURAMS is a comprehensive regional air-quality modelling system, consisting of a meteorological driver (usually the Global Environmental Multiscale model, GEM, Côté et al., 1998 but here the CRCM), an emissions processing system (Sparse Matrix Operating Kernal Emissions, SMOKE: Houyoux et al., 2000; CEP, 2003), the AURAMS meteorological pre-processor and the AURAMS chemical transport system.
model (cf. Gong et al., 2006; Makar et al., 2010a). The AURAMS meteorological pre-processor reads in the input fields (meteorology, emissions, land use, etc.), carries out units conversion and performs any necessary spatial interpolation of the input fields to the AURAMS computational grid. Both the CRCM and AURAMS use the same projection (polar stereographic, true at 60°N) and for the simulations presented here both models run at the same horizontal resolution (45 km) using co-located grid points — the only difference being that the AURAMS domain is a subset of the full CRCM domain. Therefore no horizontal interpolation of meteorological fields is required to pass information from the CRCM to AURAMS. While both models also use the same Gal-Chen vertical co-ordinate system, the location of the vertical levels of the two models is different and vertical interpolation is required to place fields on the AURAMS grid. AURAMS has 28 vertical levels, extending from the surface to approximately 18 km altitude and has been run with a 15 min timestep to match the frequency of output provided by the CRCM.

AURAMS operators and the numerical methods used for each are as follows (a one-step operator splitting is employed). Major point source emissions are calculated (plume rise buoyancy calculations according to Briggs, 1984, 1985; Turner, 1985 and Sharf et al., 1993), followed by semi-Lagrangian advection of all transported pollutants (Smolarkiewicz and Pudykiewicz, 1992). Vertical diffusion is carried out using a fully implicit Laasonen approach (Richtmyer, 1994), with area source emissions and gaseous deposition incorporated as boundary conditions on the diffusion equation. Gas-phase chemistry calculations follow (42 gas species, ADOM-II mechanism; Stockwell and Lurmann, 1989, numerically solved using the method of Young and Boris, 1977), with secondary organic aerosol condensable mass being estimated using the approach of Odum et al. (1996), with updated organic aerosol yields. This is followed by the Canadian Aerosol Module (Gong et al., 2003a, b) which resolves aerosol size and chemical speciation using 12 bins (sectional approach) for 9 species (sulphate, nitrate, ammonium, secondary organic aerosol, primary organic aerosol, elemental carbon, sea-salt, crustal material, and aerosol water). Processes treated by the aerosol module include particle microphysics (condensation of sulphate and secondary organic condensable mass, coagulation, nucleation of sulphate aerosols), aqueous-phase chemistry (ADOM aqueous phase mechanism, Venkatram et al., 1988; Fung et al., 1991; using solver of Young and Boris, 1977, for integration), wet deposition (precipitation production and flux from both resolved and sub-grid scales are included in the wet deposition calculation; Gong et al., 2006), inorganic heterogeneous chemistry of sulphate, nitrate and ammonium (HETV solver, Makar et al., 2003), sea-salt emissions (Gong et al., 2003a), and particle settling and deposition (Gong et al., 2003a; Zhang et al., 2001). Sub-grid-scale convective tracer mixing and transport is not included in AURAMS though these processes are resolved when AURAMS is used at high resolution. The gas-phase mechanism used in these simulations has been compared to a suite of other mechanisms, with its predictions being close to the median for the ensemble of mechanisms tested (Kuhn et al., 1998). Photolysis rates were calculated using the data of Peterson (1976) and the radiative transfer model of Dave (1972), with cross-sections and quantum yields from DeMore et al. (1988). Tabulated height and solar-zenith-angle dependent photolysis rates for $J_{NO_2}$ and $J_{O_1-O1D}$, as well as solar-zenith-angle-dependent scaling coefficients for the other photolysis reactions, are used within the model itself.

Biogenic emissions are calculated on-line within AURAMS (that is, the emissions are functions of temperature and photosynthetically active radiation, both of these parameters originating in the driving meteorology). The biogenic emission factors used in AURAMS were generated using version 3.09 of the Biogenic Emissions Inventory System algorithms (Pierce et al., 1998), with a land-use database originating in satellite-derived vegetation fields.

For the simulations described here, AURAMS was run in its native mode, with chemical concentration lateral and top boundary conditions corresponding to current conditions for all simulations. CO and PM$_{2.5}$ boundary conditions are simplified profiles based on satellite observations, with seasonal and latitudinal variations. Short-lived chemical tracers have constant low concentration profiles on the boundaries. Ozone boundary conditions make use of monthly 3-D climatology with adjustments for model-predicted tropopause height (Makar et al., 2010b). Thus, meteorological downscaling was applied, but not chemical downscaling. The simulations thus provide information on the potential changes due to climate change within the model domain, but not how changing conditions outside of the model domain might influence the North American Air-Quality picture.

3 Scenarios

Three different air-quality scenarios were calculated with AURAMS at 45 km resolution using 10 consecutive summers (June, July and August) of CRCM meteorology derived for either current climate (1997–2006) or future climate (2041–2050) conditions. The scenarios included:


2. [Future climate, current emissions; aka “CC”, Table 1]: 2041–2050 SRES A2 climate, with 2002/1999 anthropogenic air pollution precursor emissions.
The last of these scenarios makes use of the IPCC’s Representative Concentration Pathway 6.0 (RCP 6; Fujino et al., 2006; Hijioka et al., 2008) to estimate future precursor emissions. RCP 6 is a moderate-range stabilization scenario where the total radiative forcing is stabilized after 2100. The RCP scenarios include a detailed development of the smog-precursor links to green-house gas emitting activities, and how changing these activities would also change anthropogenic smog precursor emissions. The RCP scenarios differ from the earlier A2 and A1B scenarios in that they include sector-specific control technologies in the estimation of emissions changes. The RCP 6 emissions scenario includes decadal changes for 108 emitting activities, for CO₂, CH₄, N₂O, SOₓ, CO, non-methane volatile organic compounds, SO₂, NOₓ, and NH₃. In contrast, the standard US, Canadian and Mexican databases for North American air-pollution forecasting, and their 2020 projections, contain over ten thousand emitting sources and over a thousand emissions splitting profiles by activity type, as well as GIS-based spatial allocation fields and temporal splitting fields for hourly level emissions. This level of detail is required for the regional model emissions, yet was not available in the IPCC data with RCP 6. In order to make the connection between the two databases, the 108 RCP 6 emitting activities were first mapped to the more detailed North American inventory sources. The ratio of the RCP 6 values for 2020 and 2050 for the OECD group of countries were used to scale the detailed inventory projections for 2020 to the year 2050. The detailed inventory projections for 2020 were created assuming only currently legislated controls would be in place by that year. The resulting scaling factors were applied in the SMOKE emissions processing system, used to create all smog precursor emissions datasets used in the AURAMS-CRCM simulations. The resulting emission fields for 2050 are referred to below as the RCP 6 emissions.

The use of current anthropogenic precursor emissions with an SRES A2 future climate (or RCP 6 future anthropogenic precursor emissions in conjunction with an SRES A2 future climate) raises the issue of inconsistency between the climate and air-quality emissions. To be very specific, the future scenarios employed here make use of A2 greenhouse gas emissions, and present-day (or RCP 6) emissions of other anthropogenic pollutants. Both future scenarios thus diverge from IPCC projections. However, the use of current anthropogenic precursor emissions in conjunction with future climate is the only logical means to determine the impact of climate change alone on air-quality for the A2 future climate. This approach has been used extensively in the literature in the past. By the same token, making use of RCP 6 smog precursor emissions and A2 future climate allow the combined effects of emission changes and climate change to be assessed. The RCP 6 smog precursor emissions were chosen due to their level of detail in comparison to the earlier SRES projections (making them ideally suited to detailed scaling of emissions with the SMOKE emissions processing system). We also chose to scale future emissions following RCP 6 because this projection reflects the current view that precursor emissions in developed countries will continue to decrease in the future. We note that all of the RCPs show continued decreases in precursor emissions for developed countries (OECD90) throughout the 21st century, despite large differences in GHG emissions. As can been seen below in Table 2, the use of the original SRES A2 projections to derive emission changes from 2020 to 2050 would have resulted in very different future emissions. The A2 climate scenario was chosen out of necessity (GCM and RCM runs being available for this scenario and not for A1B or RCP 6). However, global radiative forcing and mean temperatures from multi-model ensembles show relatively little spread in their predictions by 2050 for the different scenarios, with the largest changes occurring after this time. Nevertheless, our “RCP 6” scenario here should thus be taken as an indication of how RCP 6 smog precursor emissions would impact air-quality under an A2 climate, but not how RCP 6 greenhouse gas emissions would affect climate.

The current and RCP 6 total emissions per day are compared to each other for four different anthropogenic source categories in Fig. 2. Figure 2a shows the emissions of the volatile organic compounds (VOCs) resolved in the gas-phase mechanism in AURAMS (note that the emissions of C₄+ Alkanes have been reduced by a factor of 10 to allow...
Fig. 2. Comparison of current and RCP 6 emissions for (a) the suite of emitted anthropogenic VOCs in the model mechanism, and (b) other emitted species. Note that some species’ emitted mass has been scaled to allow plotting on the same vertical axis. ‘/10’ in the species’ name means the emitted mass has been reduced by a factor of ten, ‘×10’ means the emitted mass has been increased by a factor of 10. Changes associated with biogenic emissions can be seen in through comparing the average summer isoprene concentration under current climate conditions (c), to the change in average summer isoprene in the future climate (d).

all emissions to be plotted on the same figure). Significant declines in all VOCs take place in the RCP 6 scenario, with most of the decreases resulting from decreases in emissions from mobile (yellow) and non-mobile (red) area sources. Figure 2b shows the changes in emissions associated with other species in the model. Carbon monoxide decreases by over a factor of two, driven by changes in the same sources as for the VOCs. Emissions of coarse mode particulate matter increase, with decreases from the area sources being offset by increases in the minor point sources. The cause of the coarse mode PM emissions increases is two-fold and relates to the scaling factor procedure used here: the projections from 2005 to 2020 assume an increase in coarse mode PM associated with several sources of coarse mode PM from non-mobile area sources and minor point sources, while the RCP 6 ratios of primary coarse mode PM assume no change between 2020 and 2050. The net result is thus a slight increase in the primary coarse mode PM emissions between 2005 and our 2050 projection. Emissions of fine mode particulate matter decreases slightly, while emissions of NO, NO₂, SO₂, H₂SO₄ and HONO have decreased by over a factor of two (HONO emissions are calculated as a percentage of mobile NOₓ emissions by the SMOKE emissions processing system, hence the RCP 6 NOₓ emissions changes result in HONO emissions changes). Ammonia emissions increase in the RCP 6 scenario, mostly due to assumed increases in non-mobile area sources, which are dominated by agricultural emissions.

Biogenic emissions for all cases are calculated from BEIS3.09 assuming no change in the distribution of vegetation between present and future conditions. The rate of biogenic emissions depends only on temperature and light levels, with no accounting for possible effects on changes in emission rates from water stress or changes in the concentration of CO₂. The average summer concentration of (mostly) biogenically produced isoprene are compared for the current and CE scenarios in Fig. 2c and d, the latter showing the difference in isoprene between current and future climates.
Isoprene concentrations are suggested to increase over much of the continent. However, it should be noted that with increased CO₂ concentrations, the size of the opening of plant stomata required for CO₂ uptake may be smaller than under current environments. This may potentially reduce biogenic emissions fluxes under future climate conditions below those described here.

Wildfire emissions have not been included in either current emissions or future projections. Wildfires may have a very substantial impact on air-quality over large regions. The magnitude of changes in wildfire emissions due to climate change is complex, due to uncertainties within the emissions algorithms themselves, as well as in projecting forest cover and fire-inducing conditions in the future. Nevertheless, the absence of wildfire emissions is a potential confounding factor on the results presented here.

### 4 Model performance

In order to evaluate the model performance, observations carried out over North America for the current climate period (1997–2006) were collected from ozone and PM₂.₅ observation stations across the continent. For a particular station, data for the study period was deemed complete when data was available for 7 or more years, and each of the reporting years had data for 75% or more of the days in June, July and August. The data at each station were used to determine the station summer average for the average daily maximum 8 h ozone and the 24 h average PM₂.₅. Summer averages for the maximum, minimum, 4th highest maximum, various percentiles, Canada-wide Standard (CWS) and US National Ambient Air-Quality Standard (NAAQS) values were also calculated for each year. The last two metrics were calculated as the number of days exceeding the standard (hence the correlation coefficients were for the number of days of exceedence between model and observations). The summer averages were then combined across years, to create climatological ten-year summer averages, and then compared to model-derived values. The resulting evaluative statistics are shown in Tables 3 and 4. Scatterplots for the 10 yr average of the mean summer daily maximum 8 h average ozone and the 10 yr average of the daily average PM₂.₅ are shown in Fig. 3. The model has a 10 to 11 ppbv positive bias for most ozone statistics, slopes close to unity for most statistics (except for minimum ozone), and correlation coefficients (R) values ranging from 0.39 for NAAQS to 0.62 for mean ozone. The ozone statistics (Table 3) are similar to those achieved for AURAMS simulations using its standard meteorological driver (the Canadian Weather Forecast model: Global Environmental Multiscale – GEM). Simulations at 42, 15 and 2.5 km grid spacing (Makar et al., 2010a) suggest that much of the positive bias in these model simulations is the result of insufficient NOₓ titration at the relatively low resolution of 42 km, and would be eliminated with further downscaling to higher grid resolutions than those attempted here. The PM₂.₅ statistics (Table 4) are similar to those achieved by this version of AURAMS driven by GEM in terms of correlation coefficient, with the important exceptions of the mean bias (which is more negative than achieved with GEM), and the
correlation coefficients for CWS and NAAQS which are relatively low. The relatively high negative bias in the CRCM-driven AURAMS results is likely due to two factors: the cloud physics package for this version of the CRCM lacks a parameterization for the evaporation of falling rain, and the surface temperatures of the CRCM over the western mountains and the boreal forest regions of the continent have negative biases. The former process has been shown to be a significant source of particle sulphate (SO$_2$ taken up by clouds is converted to sulphuric acid and is released as sulphate particles when rain evaporates en route to the ground). The latter reduces the rate of biogenic emissions, hence reducing the rate of secondary organic aerosol formation from the oxidation these hydrocarbons released by vegetation.

5 Model predictions: meteorological changes: current climate versus future climate

The reader is referred to Plummer et al. (2006) for an in-depth analysis and evaluation of the RCM’s meteorological predictions.

Three examples of the expected changes in meteorology are given below: lowest model layer temperatures, relative humidity and downwelling solar radiation at the surface. Ten year averages of the each summer’s average and 98th percentile values for these fields are given in Figs. 4 to 6.

Figure 4 shows that the average summer temperature is expected to increase, with the extent of the increase varying greatly in space, and maximum values of around 2.2°C. The largest increases occur in the centre of the continent. Northwestern USA and south-western Canada have summer average temperature increases between 1.0 and 1.7°C near the Pacific, with temperature increases rising as high as 1.9°C with increasing distance inland. The pattern of changes in summer season average surface temperature are broadly similar to those shown in Plummer et al. (2006) for an earlier version of the CRCM, though the magnitude of the increases found here are slightly smaller. The second row of contour maps in Fig. 4 shows the summer average 98th percentile temperature, and its (future–current) difference. The 98th percentile temperatures are the high temperature extremes; the lower half of the figure thus shows the hottest days of the summer on the left, and the change in the temperatures of the hottest days on the right. The lower right figure is significant in that the change in temperatures for the hottest summer days have increased more than the average (compare upper and lower right panels of Fig. 4, which have different temperature scales). The pattern of the increase in extreme temperatures is very spatially inhomogeneous, with the greatest increase in local extreme temperatures occurring in the Canadian provinces of Ontario and Quebec, followed by parts of the north-eastern USA and northern Canada. For example the increase in the average mean temperature for Toronto is 1.7 to 1.9°C, while the corresponding increase in the average 98th percentile temperature is 2.6 to 3.0°C. The temperature maps thus show an increase in average temperature, and an increase in the magnitude of extreme heat conditions, for most of the continent.

Figure 5 shows the mean summer average and 98th percentile specific humidity in the current climate simulations, and their change between future and current climates. The specific humidity is a measure of the water content of the atmosphere, and influences atmospheric chemistry through different mechanisms (e.g. setting the background level of the OH radical, influencing the equilibria of inorganic particle chemistry, etc.). Specific humidity increases in both the mean and the 98th percentile, with the latter increases the largest in the Mississippi basin, southern Florida, and the Red River basin. Similar to temperature, specific humidity increases at the 98th percentile are in general higher than the
increases in the average, indicating an increase in the magnitude of extreme humidity events across the continent, in a spatially inhomogeneous pattern.

Figure 6 shows the mean summer average and 98th percentile of the average summer incoming solar radiation at the surface. The incoming solar radiation at the surface is an indicator of cloudiness, of surface photolysis rates, and also affects the emission rate of biogenic isoprene. The climate response is spatially inhomogeneous: average incoming solar radiation increases over much of eastern and central North America (Fig. 6b, orange to red regions), particularly along the US south-east coastline and the region from the...
Prairie provinces of Canada eastwards to the Atlantic). Solar radiation is projected to decrease in parts of the western mountain ranges, with particularly large decreases over western Canada, and a broad band of decreases across northern Canada (yellow to blue colours). The changes for the 98th percentile values (Fig. 6d) are shown for consistency with the earlier figures but are of limited use as the 98th percentile likely results from clear sky values for much of the model domain. Changes in the 98th percentile are thus near zero over most of the model domain. The main tendency is thus an increase in average incoming solar radiation at the surface over much of North America, particularly the heavily...
industrialized eastern United States and adjoining regions of southern Canada, suggesting that increased photochemical activity may occur over these regions. These results indicate that the effect of climate change on air-quality are likely to be highly variable; in general, mean temperatures and humidity levels increase, and the magnitude of extreme events increases (the most hot and humid days become more hot and humid), but these changes are highly dependent on location. Some areas are shown to have less cloud cover on average, though again this is spatially heterogeneous. The climate model alone is thus insufficient to predict possible air-quality outcomes; the analysis now turns to the differences predicted by AURAMS for the different scenarios.

6 Model predictions: air-quality changes

The ten year averages of the mean summer daily maximum 8 h ozone concentrations across North America for the three scenarios are shown in Fig. 7. The AURAMS results are presented as sets of four images; the average concentration fields for the “Current” scenario (Fig. 7a) are followed by differences; ΔCC (Fig. 7b), and ΔCE (Fig. 7c), while the final image shows the ΔCC field with the same colour scale as ΔCE, allowing a comparison of the magnitude of the changes resulting from the two future emissions scenarios. The most significant features of the future scenarios are the difference in the expected sign and magnitude of the change in ozone concentrations. Figure 7b shows that O₃ concentrations are largely expected to increase with climate change (maximum increases on the order of 9 to 10 ppbv). The largest increases occur in the region around Los Angeles, Chicago, Detroit and other urban regions in the US. In contrast, Fig. 7c shows that the RCP 6 emissions under the SRES A2 climate result in very large decreases in O₃ (sometimes greater than 35 ppbv), extending across the eastern US. Decreases of 5 to 15 ppbv occur much of the rest of Canada and the US under the RCP 6 scenario. Almost the entire domain in Fig. 7c experiences ozone decreases, the one exception being Greater Los Angeles, where decreases in NOₓ emissions in the downtown core have lead to reduced ozone titration, hence significant increases in ozone in that location. Comparison of Fig. 7c and d shows that the increases in ozone expected via climate change (Fig. 7c) are much smaller in magnitude than the decreases in ozone that could be achieved via the significant precursor emissions reductions associated with the RCP 6 emissions scenario (Fig. 7d).

The equivalent analysis for the ten year average mean summer daily average PM₂.₅ concentrations across North America is shown in Fig. 8. The projected effects of climate change alone (ΔCC) is shown in Fig. 8b. The PM₂.₅ mass increases by between 0.5 and 1.0 µg m⁻³ over much of the inland eastern United States, while lower magnitude increases (>0.2 µg m⁻³) occur over much of North America. Large increases (>1.0 µg m⁻³) are also seen over Hudson’s Bay and are driven by increases in natural sea-salt aerosol emissions, with the reduction of ice cover and increased winds in that region. Climate change alone will thus cause particulate matter to increase in these regions, even if anthropogenic precursor emissions remain constant at their current values. The CE scenario (Fig. 8c) has large reductions in PM₂.₅ over much of
Fig. 8. As in Fig. 7, daily average PM$_{2.5}$.

the eastern USA and the Ontario to Quebec corridor (reductions of up to 10 µg m$^{-3}$ in some regions, and larger regional decreases of more than 3 µg m$^{-3}$). Some very local areas see increases in PM$_{2.5}$ with RCP 6, Chicago, Los Angeles, the north Okanagan in British Columbia being examples. The change in PM$_{2.5}$ is associated with climate change alone are relatively small (compare Fig. 8c and d). The use of current anthropogenic emissions in a warmer future climate thus increases PM$_{2.5}$ on a regional basis, while the implementation of the RCP 6 emissions would result in a decrease in PM$_{2.5}$ over large regions, with increases in a small number of urban locations. It should be noted that changes in the frequency and magnitude of forest fires have not been included into the emissions database — these may have a considerable impact on the PM$_{2.5}$ loading associated with climate change.

The differences in PM$_{2.5}$ can be further analysed through examination of the individual chemical components of PM$_{2.5}$ that are resolved by AURAMS, as is shown in Fig. 9. Each row of images in Fig. 9 shows a chemical component of PM$_{2.5}$. The left column of the figures corresponds to the effect of climate change alone ($\Delta$CC) for each particle species, the middle column the equivalent difference for the combined effects of climate change and the RCP 6 emissions ($\Delta$CE), and the final column shows the same information as the first column, re-plotted with the middle column’s colour scale to allow a magnitude comparison as above. Figure 9 shows that the increases in PM$_{2.5}$ associated with the RCP 6 scenario result from decreases in sulphate (Fig. 9b), ammonium (Fig. 9e) and nitrate (Fig. 9h), as well as minor decreases in primary elemental carbon (Fig. 9n) and primary organic carbon (Fig. 9q). Secondary organic aerosol increases slightly (Fig. 9k), but at a level insufficient to offset the decreases in concentration of the other species. Figure 9 shows that the increases in PM$_{2.5}$ in the CC scenario (left and right columns) result from increases in secondary organic aerosol mass (Fig. 9j, l). Increases in secondary organic aerosol mass also occur in the CE scenario (Fig. 9k), but are lower in magnitude than the other scenario. Both future scenarios have the same biogenic emissions – these are a function of the temperature and, for isoprene, the photosynthetically active radiation levels. These are identical in the two scenarios since both have the same future climate. Consequently, the differences in secondary organic aerosol result from differences in the anthropogenic emissions between the two future scenarios. The increase in PM$_{2.5}$ in the CC scenario thus results from increases in secondary organic aerosol, while the decreases in the RCP 6 scenario result from decreases in both secondary inorganic and primary particle mass, and from a relatively reduced influence of secondary organic aerosols on the total PM$_{2.5}$ loading.

The climate-and-AQ changes to the overall reactivity of the atmosphere may be estimated by comparing the model 24h average OH radical concentrations in the lowest model layer, as is shown in Fig. 10. The OH radical will be affected by local meteorological (incoming solar radiation, cloudiness, water content of the atmosphere) and chemical factors, hence Fig. 10a is very spatially inhomogeneous. Figure 10b shows that the CC values of OH decrease relative to the Current simulation over much of the eastern part of the domain, while increasing in the cities and over the prairie regions of Canada and the US and parts of the Rockies in the US. The CE scenario (Fig. 10c) shows a relatively more substantial decrease in OH concentrations over much of the US and Canada (compare Fig. 10c and d). The latter decreases are
Fig. 9. Chemical speciation of differences in 10 yr average summer particle mass, Future–Current, for the two future scenarios. (a) PM$_{2.5}$ SO$_4$: ΔCC. (b) PM$_{2.5}$ SO$_4$: ΔCE. (c) PM$_{2.5}$ SO$_4$: ΔCC, with the colour scale of ΔCE. (d, e, f) PM$_{2.5}$ NH$_4$, as in (a, b, c). (g, h, i) PM$_{2.5}$ NO$_3$, as in (a, b, c). (j, k, l) PM$_{2.5}$ secondary organic aerosol, as in (a, b, c). (m, n, o) PM$_{2.5}$ Elemental Carbon, as in (a, b, c). (p, q, r) PM$_{2.5}$ primary organic aerosol, as in (a, b, c).
sometimes a significant fraction of the OH present at specific locations. For regions where biogenic hydrocarbons are important for near-surface atmospheric chemistry, the increases in biogenic emissions under future climate conditions will suppress OH and this effect will become larger for future climate with the reduced NOx emissions specified for the RCP 6 future emissions. We note however that the OH changes analyzed here are for the lowest model layer and will emphasize the effects of changes in the emissions of short-lived species. The RCP 6 (Fig. 10c) atmosphere has become less reactive, less oxidizing, than the 2002/1999 emissions atmosphere. This may account for some of the other changes noted above, such as the reduction in secondary organic aerosol differences going from CC to CE. Lelieveld et al. (2008) also note that under low NOx conditions and in regions of high biogenic emissions (the Amazon), significant OH recycling from HO2 reactions with carbonyl radicals may take place. This process is missing from the mechanism used here. The magnitude of the OH decreases noted here should be considered upper limits.

The above chemical analysis shows that changes to air quality due to climate change alone, with anthropogenic emissions remaining constant at 2002 levels, would have a negative impact – with increases in O3 and PM2.5. The analysis also shows that a much more significant impact on air-quality would occur with the enactment of RCP 6 emissions reductions: O3 and PM2.5 levels would decrease over much of North America, and the average OH concentration of the atmosphere would decrease (the decreases shown here may be an upper limit; cf. Lelieveld et al., 2008). The activity changes of RCP 6 designed to reduce greenhouse gases would thus have a significant co-benefit by reducing particulate matter and ozone concentrations over much of North America.

7 Model predictions: the effects of climate change on air-quality-induced human health

The Air-Quality Health Index (AQHI) is a three pollutant health metric designed by Health Canada in conjunction with Environment Canada, to convey the effects of air pollution on acute human health outcomes to the general public (Stieb et al., 2008). The AQHI is a function of three chemical species (O3, PM2.5 and NO2), which are related via Eq. (1):

\[
\text{AQHI} = \frac{100}{1.04} \left[ e^{8.71 \times 10^{-4}[\text{NO}_2]} - 1 \right] + \left[ e^{5.37 \times 10^{-4}[\text{O}_3]} - 1 \right] + \left[ e^{4.87 \times 10^{-4}[\text{PM}_{2.5}]} - 1 \right]
\]

In the above formula, the concentrations of NO2 and O3 are in units of ppbv, and the concentration of PM2.5 is in \(\mu g m^{-3}\).

The model-predicted AQHI values for each scenario were calculated on an hourly basis for Canadian cities and towns and major cities within the USA. These values were used to construct box-and-whisker histograms for each of the selected cities (Figs. 11, 12 and 13). Each city’s AQHI values for each scenario are represented by a set of three histograms; at left, in blue, “Current”, middle, in red, CC, and at right, in green, CE.

The general tendency of Figs. 11 through 13 is a worsening AQHI compared to current conditions (blue) for the CC scenario (red), and an improvement to AQHI when going to the CE scenario (green), for the metrics displayed.
Local differences may however be noted. For Whitehorse, Yellowknife, (Fig. 11), St. John’s (Fig. 12), San Antonio, Dallas, Phoenix and Houston (Fig. 13) both future climates improve (i.e. decrease) the 98th percentile AQHI compared to the current climate. However, for these cities, the RCP 6 scenario results in lower AQHI for all metrics displayed than the CC scenario. Kamloops (Fig. 11) has worse 98th percentile and 2nd percentile AQHI when going from the CC to the CE scenario, but the median, mean, and 75th percentile values improve. In general, however, the net effect of the RCP 6 emissions changes is a positive one, with decreases in mean, median, and percentile AQHI, while the CC result in increases in the mean, median, and/or extreme AQHI. The climate-change-induced effect of air-quality changes on human health is thus a deterioration: increases in mortality can be expected due to worsening air pollution conditions as a result of climate change, if anthropogenic emissions remain at their current levels. Conversely, that effect would be substantially reduced and usually reversed if the RCP 6 emissions controls were enacted.

The analysis gives similar results for other cities in North America – with the implication that mortality resulting from exposure to air pollution can be expected to become slightly worse than at present due to climate change, but would become significantly better, despite climate change, if the RCP 6 emissions reductions were carried out. The cause of the impacts varies from city to city. For example, Los Angeles experiences increases in O$_3$ in the future scenarios, but the decreases in NOx and PM$_{2.5}$ in that location are sufficient to result in net AQHI decreases. This illustrates the importance of using a multi-pollutant health indicator such as the AQHI in order to determine the overall impact of emissions changes on mortality. Similar findings for the effect of future climate on air-quality-induced human health impacts have been found in other studies (increases in emergency department visits (Sheffield et al., 2011), mortality and premature death rates, Chang et al., 2010; Jackson et al., 2010; Selin et al., 2009). The timescale of impacts is worth considering in this regard: the effects of reductions of greenhouse gas emissions on climate change may require decades following enactment before a beneficial impact may be seen. – However, if those greenhouse gas emissions reductions are accompanied by reductions in smog precursor emissions, significant health benefits would occur. The latter would take place essentially immediately.

8 Model predictions: the effects of climate change on ecosystem damage

8.1 Sulphur and nitrogen deposition

An area of ongoing concern is the potential for acidifying precipitation to damage ecosystems. One measure of the
level of the ability of an ecosystem to withstand acidifying deposition is the "critical load", in which the biological and physical characteristics of an ecosystem are used to estimate the limits of sulphur and nitrogen deposition to that ecosystem, beyond which ecosystem damage occurs (Makar et al., 2009). Unfortunately, many of the underlying assumptions in critical load calculations are temperature dependent, and de facto depend on climate. For that reason, the discussion here will be limited to changes in total sulphur and nitrogen deposition associated with the two future climate scenarios.

Figure 14 shows the model-predicted total sulphur (S) deposition between the two future scenarios and the current climate scenario in a format similar to Fig. 7. Figure 14a shows that relatively minor changes to the total S deposition occur due to climate change alone, with both increases and decreases of a magnitude smaller than for the current climate (Fig. 14a). Much more substantial decreases occur with CE (Fig. 14c; compare scales with Fig. 14b, d). The RCP 6 scenario has large decreases in deposited sulphur throughout eastern North America, and in specific regions in western North America (Alberta, Seattle-Vancouver corridor, Alberta Oil Sands, Los Angeles).

The effect of RCP 6 on nitrogen deposition (Fig. 15) is, however, shown to be both positive and negative. Over the larger region (most of North America), N deposition decreases by between 0 to 200 tonnes/summer, and by over 700 tonnes/summer in some parts of the eastern seaboard and over southern Ontario. However, local increases in N deposition also occur, in some of the cities in Canada and the USA. These differences are analysed in more detail, below.

Figure 16 shows the two main contributions to the change in total S deposition: the largest contribution results from decreases in the dry deposition of gaseous SO$_2$ (Fig. 16a) and the second most important is a decrease in the wet deposition of SO$_4^{2-}$ (aq) in rainwater (Fig. 16b). Many of the emissions changes associated with RCP 6 reduce sulphur-emitting activities (e.g. coal-fired power-plants), hence these changes might be expected. Particulate sulphate has a relatively minor impact on the changes to sulphur deposition, as does wet deposition of the HSO$_3^-$ (aq) ion, and gas-phase H$_2$SO$_4$ deposition (not shown).

Figure 17 shows the main contributions to the change in N: the largest contribution creating increases in N deposition is wet deposition of NH$_4^+$ (aq) (Fig. 17a), followed by dry deposition of gaseous NH$_3$ (Fig. 17b). The decreases in N deposition in the Seattle-Vancouver corridor, the southern Great Lakes, and the eastern seaboard of the USA result from decreases in the wet deposition of NO$_3^-$ (aq) (Fig. 17c). Figure 18 shows the driving factor behind some of these differences: concentrations of gaseous ammonia are expected to increase in some regions, under RCP 6 (Fig. 18c). The CC simulation (Fig. 18b) shows slight increases in concentration, which are a response to the meteorological changes associated with the future climate. Gaseous ammonia emissions are expected to increase in RCP 6 by approximately 30% relative to the current emissions levels (Fig. 2b). This results in additional ammonia being taken up into cloud water and deposited in rainfall (Fig. 17a), and dry deposited in gaseous form (Fig. 17b). The NO$_x$ emissions reductions associated with RCP 6 (Fig. 2b) in turn reduce the production of nitric acid, thus reducing the wet deposition of the nitrate ion (Fig. 17c). Similarly, the SO$_2$ emissions reductions of RCP 6 (Fig. 2b) reduce the dry deposition of SO$_2$ (Fig. 16a), and the wet deposition of the sulphate ion (Fig. 16b).
Ammonia emissions are expected to increase to a greater or lesser degree in all of the RCP scenarios. The implication of these findings is that some ammonia gas emissions reductions, beyond the projections used in the RCP scenarios, may be required in order to prevent local increases in deposited nitrogen.

8.2 Ozone deposition

The deposition of ozone to vegetated surfaces has long been linked to foliage damage, and is implicated in reductions of crop yields (Averny et al., 2011). Ten year average summer ozone deposition and difference fields are shown in Fig. 19. Small magnitude increases and decreases in deposited ozone occur for the CC scenario (Fig. 18b) relative to current conditions (Fig. 19a), while the ozone decreases of Fig. 7c result in substantial reductions in ozone deposition over the eastern US and south-eastern Ontario and Quebec. The adoption of RCP 6 emissions controls would therefore lead to reductions in ozone deposition relative to current conditions, and hence lead to improvements in crop yields as the result of reduced ozone exposure to foliage.

9 Conclusions

The analysis presented above was designed to answer two main questions, “What is the impact of climate change on air-quality (all other aspects of the system being held constant)?”, and “What is the impact of reducing anthropogenic precursor emissions in a warmer future climate?”. The questions have been asked in the context of air pollutant concentrations, human health, and environmental degradation. The
overview answers to these questions, as suggested by our analysis, are as follows.

The impact of climate change on air-quality when all other model constraints remain unchanged, is one of degradation, though variable in extent and location. When current anthropogenic pollutant precursor emissions are used in our modelling system with an SRES A2 climate for 2041 to 2050, ozone and PM$_{2.5}$ concentrations increase, the air-quality health index scores increase (indicating increased mortality for vulnerable individuals within the human popu-

tation), acidifying deposition increases, as does ozone deposition. The differences are typically on the order of increases of a few ppbv for ozone, few µg m$^{-3}$ for PM$_{2.5}$, though larger differences may sometimes be locally discerned.

The impact of reducing anthropogenic precursor emissions according to the IPCC’s RCP 6 in a warmer future climate is one of improvement, more significant in magnitude and opposite in direction to the other future scenario, though once again variable in extent and location. Concentrations of ground-level ozone decrease significantly throughout southern Canada and the most of the USA, with large decreases (in excess of 20 ppbv) in the US eastern seaboard. PM$_{2.5}$ decreases of more than 8 µg m$^{-3}$ are predicted. Air quality health index histograms indicate that most cities would experience reductions in air-pollution-induced mortality. Deposition of acidifying sulphur would decrease, and deposition of acidifying nitrogen would decrease over much of the eastern seaboard. Increases in acidifying nitrogen were predicted to occur in some areas, since the RCP 6 emissions scenario assumes that ammonia gas emissions will increase. Deposition of ozone to vegetated surfaces will also decrease significantly, by a substantial fraction of the total ozone deposition predicted to occur under current climate conditions.

Both of these sets of changes are relative to current climate conditions. The RCP 6 scenario thus represents a significant improvement to ambient air quality, human and ecosystem health, compared to that currently experienced in North America. If anthropogenic precursor emissions remain fixed at their current values, then the impact of climate change acting alone will be to worsen air-quality. The magnitude of the deterioration will be less than the magnitude of the potential improvements associated with the RCP 6 emissions scenarios.

The results have important implications for public policy-making. While the impacts of greenhouse gas emissions reductions may take several decades to be discerned, the benefits resulting from reducing the emissions of air pollutants and their precursors would be immediate. Our results suggest that worsening air quality due to climate change alone would be offset or reversed through emission reductions such as those embodied in the RCP 6 projections. The study raises the possibility that actions which simultaneously reduce both greenhouse gases and air pollution precursors may result in further improvements to air-quality, beyond those investigated here. The benefits in reducing air pollution as shown here include reductions in mortality associated with acute air-quality episodes, in acidifying deposition, and in ozone deposition (improving crop yields), over much of North America. These potential benefits may offset some of the costs associated with greenhouse gas mitigation strategies, and further investigation of this possibility is therefore recommended.

Fig. 17. Three main contributors to changes in N deposition ∆CE, tonnes/summer. (a) Wet deposition of NH$_4$^+ (aq). (b) Dry deposition of gaseous NH$_3$. (c) Wet deposition of NO$_3^-$ (aq). Note that positive and negative scales have a logarithmic interval.
Fig. 18. Change in summer average NH$_3$ concentration. Panels as in Fig. 6, but for NH$_3$ (ppbv).

Fig. 19. Change in summer average O$_3$ deposition. Panels as in Fig. 6, but for O$_3$ deposition (tonnes/summer).
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