The influence of the spatial resolution of topographic input data on the accuracy of 3-D UV actinic flux and irradiance calculations


1 Institute of Meteorology, University of Natural Resources and Life Sciences, Vienna, Austria
2 Institute for Atmospheric and Climate Science, ETH Zurich, Zurich, Switzerland
3 Department of Applied Physics and Applied Mathematics, Columbia University, New York, USA
4 Institute of Atmospheric Sciences and Climate, ISAC-CNR, Rome, Italy
5 Division for Biomedical Physics, Innsbruck Medical University, Innsbruck, Austria
6 School of Earth, Atmospheric and Environmental Sciences, University of Manchester, Manchester, UK

Correspondence to: P. Weihs (weihs@mail.boku.ac.at)

Received: 11 August 2011 – Published in Atmos. Chem. Phys. Discuss.: 5 October 2011
Revised: 3 February 2012 – Accepted: 20 February 2012 – Published: 1 March 2012

Abstract. The aim of this study is to investigate the influence of the spatial resolution of a digital elevation map (DEM) on the three-dimensional (3-D) radiative transfer performance for both spectral ultraviolet (UV) irradiance and actinic flux at 305 nm. Model simulations were performed for clear sky conditions for three case studies: the first and second one using three sites in the Innsbruck area and the third one using three sites at the Sonnblick observatory and surrounding area. It was found that the DEM resolution may change the altitude at some locations by up to 500 m, resulting in changes in the sky obscured by the horizon of up to 15%. The geographical distribution of UV irradiance and actinic flux shows that with larger pixel size, uncertainties in UV irradiance and actinic flux determination of up to 100% are possible. These large changes in incident irradiance and actinic flux with changing pixel size are strongly connected to shading effects. The effect of the DEM pixel size on irradiance and actinic flux was studied at the six locations, and it was found that significant increases in irradiance and actinic flux with increasing DEM pixel size occurred at one valley location at high solar zenith angles in the Innsbruck area as well as for one steep valley location in the Sonnblick area. This increase in irradiance and actinic flux with increasing DEM resolution is most likely to be connected to shading effects affecting the reflections from the surroundings.

1 Introduction

Ultraviolet (UV) radiation belongs to the shortest wavelength range of the solar spectrum and covers only a small range (less than 10 percent) of the total energy of solar radiation. However, its significance is due to the high energy of photons in this wavelength range (e.g., Gantner, 2000). Solar UV radiation has a wavelength range between 200 nm and 400 nm and is subdivided into three spectral regions commonly referred to as UV-C (200–280 nm), UV-B (280–315 nm) and UV-A (315–400 nm) (e.g., Commision Internationale de l’Eclairage, 1999; World Health Organization (WHO), 2002). In the last few decades interest in UV radiation has increased within the scientific community as it has been linked to a broad variety of environmental and health effects (e.g., Slaper et al., 1996; Longstreth et al., 1998; UNEP, 1998; National Radiological Protection Board, 2002; WHO, 2006). Ultraviolet radiation depends on many atmospheric factors. Among the most important atmospheric factors are clouds, total column ozone and the atmospheric aerosol load, whilst in the case of environmental factors the most important are ground reflection (e.g., surface albedo) and sky coverage due to local topography on the horizon. Various studies also show that long-term trends in UV radiation are dominated by changes in total ozone and cloudiness (e.g., Lindfors and Vullietier, 2005; Rieder et al., 2008, 2010; Den Outer et al., 2010).
On a daily basis short term variability (i.e., hours or minutes) in UV radiation is related mostly to changes in cloud coverage (e.g., Calbo et al., 2005; Simic et al., 2008), whilst over the whole day variability in UV radiation is determined by changes in solar elevation (e.g., Schwander et al., 1997), aerosol optical depth (AOD) and total ozone (e.g., Feister and Grewe, 1995). Clouds often mask the influence of total ozone on UV radiation and may cancel, reduce or enhance the expected UV signal (e.g., Schafer et al., 1996; Sabburg et al., 2003; Calbo et al., 2005). In addition to total ozone and clouds, ground albedo is another significant factor influencing UV radiation, with snow cover and depth being the largest factors affecting the albedo (e.g., Blumthaler and Ambach, 1988; McKenzie et al., 1998; Weihs et al., 1999, 2001; Schmucki and Philipona, 2002), with snow albedo being highly dependent on age and type of snow (e.g., Vanicek et al., 2000; Kalliskota et al., 2000). Moreover, several studies have shown that high surface albedo can lead to an enhancement of UV radiation by up to 70 % or more, with the highest enhancements observed during partly cloudy conditions (e.g., McKenzie et al., 1998; Simic et al., 2011). Atmospheric aerosols can also have a strong influence on UV radiation, as both scattering and absorption have significant wavelength dependence with a stronger effect at shorter wavelengths (e.g., Wenny et al., 1998; Reuder and Schwander, 1999). While the estimation of aerosol effects from radiation measurements in the UV-A range is not too difficult, the separation of aerosol effects is more complex in the UV-B range where ozone absorption is dominant (e.g., Reuder and Schwander, 1999). Simultaneous measurements of AOD and ground UV performed by Krzyscin and Puchalski (1998) and Balis et al. (2004) showed that changes in AOD during a day may lead to changes in atmospheric transmission in the UV range of up to 20–30 %. Other measurements of the day to day variability showed that changes in AOD may result in changes of UV radiation of the order of 20 % to 45 % (e.g., Reuder and Schwander, 1999; Arola et al., 2007). Increasing altitude reduces the depth of the atmosphere giving a shorter path length for the solar radiation. This results in an increase in UV radiation with altitude due to a decrease in scattering and/or absorption, i.e., extinction. This is commonly referred to as the altitude effect (AE) (e.g., Blumthaler et al., 1996). Blumthaler et al. (1996) showed: (i) that a distinctly stronger altitude effect occurs in the UV-B range compared to other wavelength ranges due to tropospheric ozone and increased Rayleigh scattering at shorter wavelengths; (ii) that the altitude effect is slightly larger in winter (about 20 % per 1000 m) than in summer (about 15 % per 1000 m) due to a slight dependence on solar elevation and due to seasonal dependence of AOD, and (iii) that snow cover additionally increases the altitude effect by about 10 % per 1000 m.

Actinic flux is defined as the radiation received at a spherical surface from all solid angles (4π sr), where each photon is assigned with the same weight irrespective of the incident direction. In the present study actinic flux is not defined as the radiation received from all solid angles but only from the upper sky hemisphere (2π sr). The fundamental idea and theory of transfer from flat to spherical surfaces is discussed in Madronich (1987) and van Weele et al. (1995). Actinic flux is needed for the calculation of photolysis rates and is therefore an elementary quantity for atmospheric photochemistry. So far only a limited number of studies report on the direct measurement of actinic flux (e.g., Nader and White, 1969; Van Weele et al., 1995; Kazadzis et al., 2000; McKenzie et al., 2001; Webb et al., 2002; Kylling et al., 2005; Thiel et al., 2008; Wagner et al., 2011). More recently numerical modeling studies, with 1-D and/or 3-D radiative transfer models, of actinic flux have been performed (e.g., Kylting et al., 2005; Thiel et al., 2008; Wagner et al., 2011), showing reasonable agreement with the measurements, especially under clear-sky conditions (agreement within 10 %). However, modeling of UV spectral actinic flux in mountainous areas, especially in the presence of snow, is complex and still poses a scientific challenge.

The most frequently used models within the scientific community are 1-D radiative transfer models. Their major advantage is the fast computation time, as most applications require only knowledge of two radiation components, irradiance and radiance. Discrete ordinate methods are frequently applied in the 1-dimensional case, and in particular the two stream methods (i.e., radiation is considered in two directions: upward and downward) are suitable for many applications, e.g., numerical weather prediction models or climate models. In general one can state that radiative transfer for clear-sky conditions and over flat terrain is well understood and that established solutions to deal with cloudiness are available (e.g., Smith et al., 1992; Krotkov et al., 1998; Badosa et al., 2007).

For complex terrain (e.g., mountainous terrain) things are more complicated and the importance of specific influencing factors is hard to estimate as the topography produces a non-homogeneous radiation field due to shading effects and horizon effects. These factors will not be fully taken into account in estimating the radiation incident on a pixel level. Factors such as the “altitude effect”, which are well understood for flat terrain, are also more difficult to deal with a complex terrain as the terrain determines the snow distribution. Snow will disappear first at lowest altitudes and southern oriented slopes whilst it correspondingly remains (or may even accumulate) at higher altitudes and north oriented slopes. Large differences in UV irradiance due to difference in surface albedo between snow covered and snow free mountainous environment was found by McKenzie et al. (1998), Pachard et al. (1999) Weihs et al. (2001) and Simic et al. (2008, 2011). Similar complexity is also found for other terrains and Smolik et al. (1999) measured differences of up to 10 % in UV irradiance between snow covered ice and open water in Antarctica, Ricchiuzzi and Gaultier (1998) found a large drop in planetary albedo from a maximum several km inland from Palmer station (Antarctica) to a minimum about 2 km off the
coast. Kylling et al. (2000) found relatively low maximum values of average effective winter albedo (0.57 at 320 nm and 0.78 at 450 nm) at Tromsø (Norway), due to the contribution of open water at the coast. Exact knowledge of large-scale surface albedo is a crucial factor for accurate model calculations as areas around the measurement station might still contribute significantly – i.e., with a contribution larger than the measurement uncertainty – to the measured UV. So far there are few studies dealing with this problem and the results for the “radius of importance” differ quite strongly. Degünther et al. (1998) state that contributions from outside a radius of 40 km around a measurement station can reach up to 3%, while Smolskaia et al. (1999) refer to a radius of importance of only 2.5 km and Wagner et al (2011) estimated, for the case studies in the Innsbruck area, the radius of importance for actinic flux at 5 km.

To address such complexity (e.g., complex terrain, varying snowfields, 3-D clouds) 3-D radiative transfer models are commonly used either for direct radiative transfer calculations (which are often computationally expensive) or more commonly for validation runs of the 1-D radiative transfer model output. The most popular technique for 3-D radiative transfer calculations is the Monte-Carlo method as it allows for consideration of all relevant processes without simplification. 3-D radiative transfer models allow 3-D clouds, complex topography and inhomogeneous surface albedo to be fully taken into account. For a detailed review of radiative transfer with 1-D and 3-D models we refer to Mayer and Kylling (2005), Cahalan et al. (2005) and Mayer et al. (2010). To the knowledge of the authors no previous study has addressed the influence of the digital elevation map (DEM) resolution on the calculation accuracy of 3-D models.

Therefore, within the present study the influence of the spatial resolution of the DEM on 3-D radiative transfer model performance for UV irradiance and actinic flux is analyzed in great detail for three case studies of regions with complex terrain (mountainous/alpine) in Austria. The uncertainties are quantified and their causes are analyzed.

2 Methods and data

Firstly the effect of the DEM resolution on altitude, horizon and proportion of shaded pixels is described, (Sect. 3.1). Simulations of possible effects on UV irradiance and actinic flux are performed with a 1-D model.

Secondly – using a 3-D radiative transfer model – we investigate the geographical distribution of UV irradiance and actinic flux and the influence thereon of DEM resolution.

Thirdly, 3-D radiative transfer simulations of irradiance and actinic flux are performed at selected locations using the different DEM resolutions and are compared to ground based measurements.

The present investigations were only performed for clear sky conditions, and to reduce computational costs model calculations were only performed at 305 nm. With 305 nm being selected as it shows similar behaviour to erythemal UV, and has a strong photobiological efficiency.

2.1 Locations and measurement data

The ground based measurements of UV irradiance and UV actinic flux were made during three field campaigns in 2007 and 2008 (Wagner et al., 2010, 2011). The first two campaigns took place near Innsbruck, Austria in late summer 2007 (2 to 22 September and late winter 2008 (19 February to 6 March). The third campaign took place in the Sonnblick area in spring 2008 (29 April to 9 May). During the first two campaigns measurements of UV and visible radiation, with Bentham DM 300 spectroradiometers, were performed at the two stations Innsbruck and Hafelekar, while at a third site, Lans, measurements were made with a Bentham DM 150. During the third campaign measurements were made at three stations Bodenhaus and Sonnblick (using Bentham DM 150 spectroradiometers) and Kolm-Saigurn (using a Bentham DTM 300 spectroradiometer). In the present investigation data taken at the following dates and times were used: 24 February 08:20 and 12:32 UTC for the Innsbruck area and 7 May 2008 12:08 UTC for the Sonnblick area. These specific days were selected because they are clear sky days. The time of the day of the measurements selected correspond at noon to the overpass time of the AURA satellite (with OMI instrument onboard which may provide information on the atmosphere (mainly column ozone and aerosol load)). The validation of the OMI retrieval of ground UV using ground UV measurements was performed in a previous study (Wagner et al., 2010). One case study with low solar elevation (24 February, 08:20 UTC) was however added in order to investigate the effect of DEM resolution on UV also for low solar elevation. An overview of the station locations and characteristics are provided in Tables 1 and 2 and Figs. 1 and 2, with further details given in Wagner et al. (2010, 2011).

2.2 Model setup

2.2.1 1-D radiative transfer model

Sensitivity studies were performed with the 1-D radiative transfer model SDSORT from the LibRadtran package (Mayer and Kylling, 2005). The SDSORT radiative transfer solver was used as described in Dahlback and Stammes (1991) and run using six streams. UV irradiance spectra and actinic flux were calculated with one nm steps and these convolved with a triangle slit function with a FWHM (full width at half maximum) of one nm. In the simulations the ATLAS extraterrestrial solar spectrum (with 1 nm resolution) was used and sun-earth distance corrections were applied. The AFGL (Air Force Geophysics Laboratory) mid-latitude profiles of Anderson et al. (1986) were used for ozone, temperature and air pressure. The ozone profile was scaled.
Table 1. Input parameters for model calculations (altitude in [m], solar zenith angle (sza) in [°], time [UTC], total ozone column (ozone) in [DU], albedo, Angstrøm exponent and coefficient (α and β) and height of (snowline) in [m]. Simulations were performed for clear sky conditions.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Innsbruck</td>
<td>616</td>
<td>616</td>
<td>3106</td>
</tr>
<tr>
<td>sza [°]</td>
<td>56.91</td>
<td>70.0</td>
<td>32.77</td>
</tr>
<tr>
<td>time [UTC]</td>
<td>12:30</td>
<td>08:20</td>
<td>12:00</td>
</tr>
<tr>
<td>ozone [DU]</td>
<td>265</td>
<td>265</td>
<td>345</td>
</tr>
<tr>
<td>average albedo</td>
<td>0.32</td>
<td>0.32</td>
<td>0.58</td>
</tr>
<tr>
<td>α</td>
<td>1.1</td>
<td>1.1</td>
<td>1.08</td>
</tr>
<tr>
<td>β</td>
<td>0.02</td>
<td>0.02</td>
<td>0.0008</td>
</tr>
<tr>
<td>snowline [m]</td>
<td>1300</td>
<td>1300</td>
<td>1400</td>
</tr>
</tbody>
</table>

Table 2. Information on ground-based stations used in this study.

<table>
<thead>
<tr>
<th>Measurement site</th>
<th>instrument</th>
<th>latitude</th>
<th>longitude</th>
<th>altitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innsbruck</td>
<td>BENTHAM DTM300</td>
<td>47.26428° N</td>
<td>11.38511° E</td>
<td>616 m a.s.l.</td>
</tr>
<tr>
<td>Lans</td>
<td>BENTHAM DM150</td>
<td>47.24544° N</td>
<td>11.43175° E</td>
<td>833 m a.s.l.</td>
</tr>
<tr>
<td>Hafelekar</td>
<td>BENTHAM DTM300</td>
<td>47.31267° N</td>
<td>11.38386° E</td>
<td>2275 m a.s.l.</td>
</tr>
<tr>
<td>Bodenhaus</td>
<td>BENTHAM DM150</td>
<td>47.09947° N</td>
<td>12.99575° E</td>
<td>1296 m a.s.l.</td>
</tr>
<tr>
<td>Kolm-Saigurn</td>
<td>BENTHAM DTM300</td>
<td>47.06822° N</td>
<td>12.98406° E</td>
<td>1600 m a.s.l.</td>
</tr>
<tr>
<td>Sonnblick</td>
<td>BENTHAM DM150</td>
<td>47.05389° N</td>
<td>12.95694° E</td>
<td>3106 m a.s.l.</td>
</tr>
</tbody>
</table>

Fig. 1. The digital elevation map used within the 3-D-radiative transfer model for the Innsbruck section. The three measurement sites within this study region are also shown.

Fig. 2. The digital elevation map used within the 3-D-radiative transfer model for the Sonnblick section. The three measurement sites within this study region are also shown.

2.2.2 3-D radiative transfer model

In this study radiative transfer calculations were performed using the GRIMALDI 3-D Monte Carlo Model (Scheirer and Macke, 2001, 2003). The GRIMALDI model used is an...
updated version, adapted to mountainous terrain, which allows the use of a digital elevation map with tilted surfaces (see Figs. 1 and 2). Light is considered in the model as an ensemble of photons which are allowed to travel through the model domain until an interaction (scattering and/or absorption) occurs. Polarization is not considered as after the interaction process a new direction and weight (due to partial absorption) is applied. The model input parameters were the same as for the 1-D model calculations (Table 1). As the aim of this study is to analyze the influence of the spatial resolution of the DEM on the model performance, the model was run using 5 different resolutions (50 m, 100 m, 200 m, 400 m, 800 m). The analysis was performed for the two areas where measurement campaigns had been performed (the Innsbruck area and the Sonnblick area). The Innsbruck model domain has the size of \(x = 26 \text{ km}, y = 25 \text{ km}, z = 40 \text{ km}\) and the Sonnblick model domain has the size of \(x = 21.75 \text{ km}, y = 24.1 \text{ km}, z = 40 \text{ km}\). We first run the model in order to investigate the geographical distribution of UV irradiance and actinic flux for the two model domains (see Sect. 3.2.1). We then investigated the impact of change in pixel size on irradiance and actinic flux at selected pixels (see Sect. 3.2.2). In this case, we run the model in the same way using the same model domain, setting however the inclination of the selected pixels to the horizontal in order to be comparable to the measurements.

Geometrical problems arising in 3-D model calculations: pixel discontinuity

Recently Mayer et al. (2010) pointed out the problem of possible discontinuities between quadratic pixels (pixel is defined as a quadratic plane with a defined orientation and inclination determined by interpolation) using the DEM altitudes at the 4 plane corners. To avoid such problems Mayer et al. (2010) suggest either applying bi-linear interpolation between four grid points or the use of triangular grid point repartition instead of a quadratic grid point repartition. However, these approaches are not “perfect” as additional problems arise for the calculation of irradiance (i.e., power per unit area of electromagnetic radiation at a plane surface) or actinic flux (i.e., power per unit area of electromagnetic radiation at the surface of a sphere), but Mayer et al. (2010) supply a method to convert radiance on inclined to horizontal planes. However this method suffers from spikes since the equation includes the quantity \((1/\cos(z_{\text{za}}))\) which may tend towards infinity for large solar zenith angles. Therefore, Mayer et al. (2010) suggest the use of backward Monte Carlo modeling to solve this issue.

In the present study correction methods for irradiance and for actinic flux simulations are used to address possible topographical discontinuities between neighboring pixels. The correction methods make use of additional simulations of the direct and diffuse irradiance under “controlled conditions” (i.e., no atmosphere in the model) to convert photon numbers into actinic flux or irradiance. The correction method for the irradiance calculations is described in detail in Appendix A and for actinic flux in Wagner et al. (2011).

Uncertainty estimations of 3-D model calculations

Model runs were performed with \(10^9\) photons, to ensure numerical uncertainty is below 5%. Another model uncertainty arises from the assumption of isotropy for the diffuse radiation distribution (Eqs. (11) and (12) of Appendix). According to Gueymard (2008) the uncertainty arising from this assumption may be up to 5%. This results in a maximum uncertainty in the calculation method of 10% if we take both into account. This uncertainty in the calculations will affect the relative differences in irradiance and actinic flux obtained for the different DEM resolutions.

When model results are compared with ground measurements then the uncertainties in the model input parameter have to be taken into account. The model input parameters were the same for both the 3-D and 1-D model calculations (see Table 1). The first source of error lies in the albedo estimation as the snow line was estimated using reference points on photographs accurate to about \(\pm 50 \text{ m}\). The reflectivity of the snow was set to 0.7 which can be in error by up to 30% (Weihs and Webb, 1997) and therefore could result in uncertainty in UV irradiance and actinic flux of up to 4%. Total ozone as measured at the Sonnblick observatory was used in the model. From results of Schmalwieser et al. (2003) it can be estimated that the resulting on site modelling error, from the measurement uncertainty in column ozone, should not exceed 1%. Finally, also the accuracy of the aerosol optical depth has to be considered, but as the aerosol optical depth was small we expect uncertainties not larger than \(\pm 3\)% (e.g., Weihs et al., 1999).

3-D Model validation

During the adaptation and testing of the 3-D model, the 1-D model calculations were compared to the 3-D model calculations. The GRIMALDI model was run without topography at different altitudes and good agreement (within \(\pm 5\)% ) (Wagner et al., 2011) with the 1-D-model was obtained. This demonstrates that the 1-D radiative transfer model may be used in conjunction with the 3-D model for sensitivity simulations as long as no topography effects are involved.

Wagner et al. (2010, 2011) compared the 3-D spectral UV irradiance and actinic flux calculations with the ground measurements made with spectrometers during the two measurement campaigns performed in the Innsbruck and Sonnblick regions (see Sect. 2.1). These showed a maximum discrepancy between the 3-D-model simulations and measurements of up to 13% for irradiance and up to 25% for actinic flux in the UVB. It should however be kept in mind that the accuracy
of spectral UV irradiance and spectral actinic flux measurements are estimated to be in the region of ±5% (Bais et al., 2001) and ±10% (Bais et al., 2003) respectively. For further details on the 3-D radiative transfer model and model validation we refer to Wagner et al. (2010, 2011).

3 Results

3.1 Effect on Parameters of digital elevation map resolution

3.1.1 Altitude

In general, DEMs with larger pixel size (lower resolution) lead to an underestimation of the model altitudes of the observation sites at higher altitudes and to an overestimation of the altitude of observation sites at lower altitudes, especially in cases of very uneven topography such as deep valleys with steep sides. So for the case of Kolm Saigurn, located in a narrow valley increasing the DEM pixel size resulted in an overestimation in altitude which increases from 1594 m at 50 m resolution to 2146 m at 800 m resolution. At the higher sites of Sonnblick and Hafelekar, a decrease in altitude from 3054 m to 2849 m at Sonnblick and from 2278 m to 2015 m at Hafelekar with increasing DEM pixel size was seen. At the other stations the dependence of pixel altitude on digital elevation map resolution is less than 50 m.

The altitude effect on UV was simulated with the SDISORT RT code by changing the surface elevation input parameter whilst keeping all other parameters constant. At Kolm Saigurn a resulting increase in UV irradiance of up to 4 % at 305 nm at a solar zenith angle of 57 degrees was found, and the corresponding increase in actinic flux was of the same order of magnitude (up to 4.5 %). The decrease in altitude at lower DEM resolution, at the Sonnblick and Hafelekar stations, led to decreases in simulated UV irradiance and actinic flux of up to 2 % at Hafelekar and of up to 1.5 % at Sonnblick. These results are similar to calculations performed at other solar zenith angles, where changes in UV of the same order of magnitude were obtained.

3.1.2 Changes to the horizon

From the model results it can also be seen that the modeled sky coverage decreases as the DEM resolution decreases. To obtain these results the horizon was first calculated for each azimuth angle and each pixel of the respective DEM and then averaged over all the azimuth angles using Eq. (11). The change in horizon is largest for the valley station Kolm Saigurn with the horizon covering around 35 % of the sky when using the 50 m resolution DEM, decreasing to 21 % for the 800 m resolution DEM. The decrease in sky obstruction as a function of increasing DEM pixel size is at around 3 % to 5 % for Bodenhaus, Hafelekar and Sonnblick and is less than 2 % for Innsbruck and Sonnblick. A rough estimate of the effect of the horizon on global irradiance and on actinic flux was made using the assumption of an isotropic diffuse radiance distribution. The results were obtained by multiplying the calculated diffuse component using a 1-D RT model with the correction factors from Eq. (11) (and then adding it to the direct irradiance in order to obtain the global irradiance) and by using the same calculation method for the actinic flux by multiplying the diffuse actinic flux with the percentage of the sky upper hemisphere which is visible. Results for UV irradiance for a solar zenith angle of 57 degrees are shown in Fig. 3. The values are normalized to the simulations using the 50 m resolution DEM. A strong increase in irradiance and actinic flux (not shown here) of up to 12 % is found for Kolm Saigurn, whilst for the other stations the changes to the horizon only lead to uncertainties in irradiance and actinic flux determination of less than 5 %.

The obstruction of the sun by the surroundings leads to shading and this can result in large decreases in global irradiance. Figure 4 shows the decrease in the proportion of shaded pixels for the three simulated conditions similar to the one of our case studies (for the digital elevation maps of the areas around Innsbruck and Sonnblick).

At large solar zenith angles such as 70 degrees, which is approximately the height of the sun at noon in winter, the effect is much larger. The proportion of the pixels that are shaded decreases from 33 % at DEM of ≤ 100 m to 7 % for the 800 m DEM resolution. The calculations performed for the Sonnblick area for a solar zenith angle near 30 degrees show 9 % of pixels shaded for the 50 m DEM resolution which decreases to less than 1 % for the 400 or 800 m DEM resolution. We also compared the proportion of the pixels that are shaded in the Innsbruck area to the shaded pixels in the Sonnblick area for the same solar positions (not shown in figure) and for 50 m DEM resolution. For a solar zenith angle of 57 degrees roughly 19 % of the pixels are shaded in the Sonnblick region (compared to 14 % for the Innsbruck area) and for a solar zenith angle of 70 degrees already 53 % of the Sonnblick pixels are shaded (Innsbruck 32 %). This clearly shows that a more pronounced topography (like in the Sonnblick area) leads to more shading.

Shading will strongly change the reflection of surrounding pixel and a strong effect on the actinic flux may therefore be expected.

3.2 Influence of digital elevation map resolution on accuracy of UV irradiance and actinic flux calculations

3.2.1 Influence on geographical distribution of UV

The geographical distribution of global UV irradiance and global actinic flux at 305 nm is shown for the area of Innsbruck for a solar zenith angle of 70 degrees and an azimuth angle of 131 degrees (sun from south-east) (see Figs. 5–8). Figures 5 and 6 show the 3-D model calculations for a DEM.
Fig. 3. Influence of changes in the horizon using different resolution DEMs on global irradiance. The change in global irradiance at 305 nm is shown as a function of the respective DEM resolution (which has an effect of changing the modelled horizon at the various sites). The results are normalised to the results of the 50 m DEM. Simulations were performed with a 1-D radiative transfer model by multiplying irradiance with the error factor due to sky coverage of the horizon (Appendix Eq. (11)). Solar zenith angle is 57 degree.

Fig. 4. Overview of the shaded areas as a function of the digital elevation map resolution. The simulations were performed using the digital elevation maps of the Innsbruck and Sonnblick regions. For the “Innsbruck” simulations, solar zenith angles of 57 and 70 degree were used and for the “Sonnblick” simulations a solar zenith angle of 30 degrees was used.

resolution of 50 m while Figs. 7 and 8 show the 3-D model calculations for 800 m. In the irradiance and actinic flux calculations the inclination and orientation of the respective pixels were taken into account. Therefore the results are not comparable to those for irradiance and actinic flux on horizontal pixels (see Sect. 3.2.2).

A strong shading effect on the irradiance and actinic flux is found, as the increase in irradiance and actinic flux between shaded and non shaded pixels may be as high as 100 %. The ratio of the 800 m DEM calculations to the 50 m DEM calculations was determined for each pixel (Figs. 9 and 10) and was found to be between 0.3 and 2. This means that
3.2.2 Influence on UV irradiance incident on horizontal planes at the selected stations

The influence of the DEM resolution on the UV irradiance at the selected stations Innsbruck, Lans, Hafelekar, Bodenhaus, Kolm Saigurn and Sonnblick was analyzed. For this purpose in the three case studies, all stations are in direct sunlight. Model runs were performed for time, date and location as given in Table 1. Figure 11 to 13 show the 3-D model simulations represented by the shapes with the corresponding error bar calculation uncertainty (see Sect. 2.2.2) and the measurements with the corresponding measurement uncertainties indicated by the coloured areas. If there is an intersection between 3-D model error bar and the measurement uncertainty area we can state that there is an agreement between measurement and model. This is achieved at the three stations for all three case studies except for the 50 m resolution calculation for Kolm.
We also can only affirm that there is a statistical significant difference between two calculations performed with two different DEM pixel size if there is no overlap of their error bars. Here we will assume that the 50 m pixel size calculation is the most accurate and it will be taken as a reference. Figure 11 shows the UV irradiance at 12:30 UTC on 24 February for the stations Innsbruck, Lans and Hafelekark. The calculated UV irradiance does not show any large effect from DEM resolution changes. The small fluctuations of the simulated UV irradiance are within the model calculation accuracy even at Innsbruck where the increase in UV irradiance with increasing pixel size is of the order of 4 % and is still not greater than the model uncertainty. Figure 12 shows simulations of the UV irradiance for 24 February 08:20 UTC and for the five different DEM resolutions. There seems to be an influence of increasing pixel size on UV at Innsbruck for the 400 m and 800 m DEM resolution and at Hafelekark for the DEM pixel size larger than 100 m. The simulations show UV values in Innsbruck higher than the 50 m resolution case by 14 % and 11 % at 400 m and 800 m pixel size respectively and UV irradiance are within the model calculation accuracy even at
values at Hafelekar higher by 12\% at DEM pixel sizes larger than 100 m. As shown in Fig. 4, the proportion of the shaded areas strongly decreases in the Innsbruck area from approximately 30\% (for 50 m and 100 m resolution) to 15\% and 5\% for resolutions of 400 m and 800 m respectively. At the same time there is a flattening of the topography. A strong reflection by unshaded pixels facing the direct sun may lead to such an increase in irradiance. In the Sonnblick area, altitude and changes in the horizon are more affected by the DEM resolution than in Innsbruck. Figure 13 shows an increase in UV in Kolm Saigurn with increasing DEM pixel size with a maximum of approximately 11\% at 400 m DEM pixel size. The strong increase in altitude at the bottom of the very narrow valleys surrounding Sonnblick (like in Kolm Saigurn) may strongly affect the average albedo and the reflections in the surrounding of Kolm Saigurn and lead to this increase in UV. Together these results show that for stations that are not in the shade changes in UV irradiance are not comparable to the changes in UV shown in Sect. 3.2.1 for shaded areas.

3.2.3 Influence of digital elevation map resolution on accuracy of UV actinic flux calculations

The influence of DEM pixel size on the actinic flux in the Innsbruck area is shown for the 56.9 and 70 degree solar zenith angles in Figs. 14 and 15, respectively. A good agreement between model and measurements is only obtained for Innsbruck 12:30 UTC (Fig. 14). For Innsbruck 08:20 UTC model calculations underestimate actinic flux for Hafelekar and partly for Innsbruck and Lans. For the simulation for Sonnblick and surroundings there is a strong underestimation of the calculated actinic flux for Kolm Saigurn. The explanation lies probably in the fact that local factors (reflections from surrounding objects and from the topography) have a strong influence on the measured actinic flux. For the 56.9 degree solar zenith angle there is an increase in the actinic flux at Innsbruck of up to 12\% (for the 800 m DEM pixel size compared to 50 m DEM pixel size calculation). For the other stations the fluctuations are within model accuracy. For the 70 degree solar zenith angle the increase in the actinic flux at Innsbruck is up to 20\% and even larger than for 56.9 degree solar zenith angle. Since actinic flux strongly depends on reflection from the surroundings the decrease of shaded pixels in the surroundings of valley stations may explain this strong increase in actinic flux. The calculations for the region around Sonnblick (Fig. 16) – our third case study – show a steep increase in actinic flux with increasing DEM grid size at Kolm Saigurn which is a very steep valley station. The increase in actinic flux is in the order of 15\%. These calculations are made for a solar zenith angle of 32.7 degree. The percentage of the pixels in the shade is already below 10\% for a pixel size of 50 m. At larger DEM grid sizes there are no shaded areas left. This effect obtained in Kolm Saigurn is only possible because of the very pronounced topography in this region.

4 Discussion and conclusions

In this work, the influence of DEM pixel size on the calculation accuracy of a 3-D radiative transfer model was investigated in great detail. Model simulations were performed for three case studies in the areas around Innsbruck and the Sonnblick observatory, Austria. As shown in Sect. 3.1.1 differences in the DEM resolution may cause the modeled
Fig. 16. Modeled 3-D UV Actinic (305 nm) calculations for 7 May, 12:00 UTC as a function of DEM resolution. Dotted lines show the measurements which correspond to the locations and the time of calculation. Solar zenith angle is 32.77 degree. The shapes show the model results (diamond = Bodenhaus, square = Kolm Saigurn, triangle = Sonnblick). The error bars show the accuracy of the model simulations (±5%). The coloured areas around the lines of measurements indicate the measurement uncertainty (±10%).

Appendix A

Calculation of irradiance in the 3-D model

The pixel discontinuity problem needs to be addressed because large changes in pixel discontinuity with changing DEM resolution are expected.

The 3-D model calculates the number of photons incident on each pixel. It differentiates between photons that have already undergone one scattering event (diffuse flux) and photons that have not had a scattering event (direct flux).

For the model simulations described in Sect. 3.2, the pixels containing the Innsbruck, Hafelekrah, Lans, Kolm Saigurn, Bodenhaus and Sonnblick sites are set to a horizontal position in order to be comparable with the input optics of the instruments measuring the irradiance at those locations.

The incident irradiance at one pixel is calculated using the following equation:

$$I_{rea} = N_{rea,dir} \cdot K \cdot \varepsilon_{dir}$$  \hspace{1cm} (A1)

where $I_{rea}$ (W m$^{-2}$ nm$^{-1}$) is equal to the real direct irradiance incident at this pixel (which is the final result of the model simulation). $N_{rea,dir}$ (m$^{-2}$) corresponds to the number of “direct” photons incident per unit area on this pixel for...
real conditions (with atmosphere). $K$ (W m$^{-1}$) is the energy conversion factor and $\varepsilon_{\text{dir}}$ (no unit) is the error in counted photons for the direct irradiance (due to pixel discontinuity).

For the diffuse irradiance the following equation is used

$$D_{\text{rea}} = N_{\text{rea,dif}} \cdot K \cdot \varepsilon_{\text{dif}}$$  \hspace{1cm} (A2)

where $D_{\text{rea}}$ (W m$^{-2}$ nm$^{-1}$) is equal to the real diffuse irradiance incident at this pixel (which is the final result of the model simulation). $N_{\text{rea,dif}}$ (1 m$^{-2}$) corresponds to the number of “diffuse” photons incident on this pixel for real conditions (with atmosphere). $K$ (W nm$^{-1}$) is the energy conversion factor and $\varepsilon_{\text{dif}}$ (no unit) is the error in counted photons for the diffuse irradiance (due to pixel discontinuity).

Conversion of photon number to irradiance in (W/(m$^{-2}$ nm$^{-1}$)): determination of $K$

At the top of the atmosphere each photon has a specific amount of energy. The number of photon per m$^2$ on a plane perpendicular to the direct beam is proportional to the power of the sun per m$^2$. If the angle of incidence of the sun changes, the same energy will be projected onto a larger horizontal area and the plane perpendicular to the solar photons which enter into the box is reduced, that means that the same number of photons correspond to a smaller amount of solar power. This relationship is also called Lambert cosine law.

Using the fact that the number of photon per unit area is proportional to the power of the sun per m$^2$ it can be stated that when the solar beam enters the atmosphere:

$$P_{\text{tot}} \cdot K / A_{\text{tot}} = I_{\text{ext}} \cdot \cos(sza) \cdot C_{\text{sun-earth}}$$  \hspace{1cm} (A3)

where $P_{\text{tot}}$ (no unit) is the total number of photons used in the calculation, $A_{\text{tot}}$ is the total projected horizontal surface of the domain (m$^2$), $I_{\text{ext}}$ is the extraterrestrial irradiance in (W m$^{-2}$ nm$^{-1}$), $sza$ is the solar zenith angle, $C_{\text{sun-earth}}$ is the correction factor to take into account the earth sun distance, $K$ is the energy conversion factor (the energy per photon) in (W m$^{-2}$ nm$^{-1}$).

In the end we can write

$$K = I_{\text{ext}} \cdot \cos(sza) \cdot C_{\text{sun-earth}} \cdot A_{\text{tot}} / P_{\text{tot}}$$  \hspace{1cm} (A4)

In the atmosphere photons can undergo several processes (scattering, reflection, absorption), and the model takes this atmospheric extinction into account by diminishing the photon energy and introducing some decimal numbers of photon (e.g., from the original one photon sent through the atmosphere only 30% of the photon (= 0.3) will be arriving at the ground). This will affect the factors $N_{\text{rea,dif}}$ and $N_{\text{rea,dif}}$ (Eqs. (1) and (2)).

Correction for the pixel discontinuity factor ($\varepsilon_{\text{dir}}, \varepsilon_{\text{dif}}$)

To determine the error in the number of incident photons at one pixel (due to pixel discontinuity) we need to be able to measure this error.

For the determination of pixel discontinuity error at one pixel we can run one model calculation using ideal conditions (assuming ground is flat so no pixel discontinuity is possible)

Then the effect of topography can be taken into account if the inclination of the pixel (for calculation of $\varepsilon_{\text{dif}}$) and of the sky obscured by the horizon (for calculation of $\varepsilon_{\text{dir}}$) are included.

First we can state:

$$\varepsilon_{\text{dir}} = \frac{N_{\text{pm,dir}}}{N_{\text{rea,dir}}}$$  \hspace{1cm} (A5)

$N_{\text{pm,dir}}$ is the number of “direct” photons that would be calculated for this pixel (which we call pixel $x$) with the same inclination for a “perfect” model without discontinuities. As already mentioned above, this simulation may be performed by assuming only one plane with the same inclination and orientation than pixel $x$. We remove an uncertainty which may arise by small altitude differences during the calculations of $N_{\text{pm,dir}}$ and $N_{\text{rea,dir}}$ by performing these simulations without atmosphere.

In this case we can write

$$\varepsilon_{\text{dir}} = \frac{N_{\text{pm,dir, noA}}}{N_{\text{rea,dir, noA}}}$$  \hspace{1cm} (A6)

where index noA indicates that the calculation is performed without any atmosphere.

Since the number of total photons $P_{\text{tot}}$ will be evenly distributed over the whole domain

$$N_{\text{pm,dir, noA}} = \frac{P_{\text{tot}}}{A_{\text{tot}}}$$  \hspace{1cm} (A7)

$A_{\text{tot}}$ is the total surface of the domain (m$^2$). Therefore

$$\varepsilon_{\text{dir}} = \frac{P_{\text{tot}}}{(N_{\text{rea,dir, noA}} \cdot A_{\text{tot}})}$$  \hspace{1cm} (A8)

For the calculation of $\varepsilon_{\text{dir}}$ we can use a similar method than for the direct beam correction:

$$\varepsilon_{\text{dir}} = \frac{N_{\text{pm,dif, noA}}}{N_{\text{rea,dif, noA}}}$$  \hspace{1cm} (A9)

For the calculation of $N_{\text{pm,dif, noA}}$ we need to exclude the pixel discontinuity error, that means we need to perform a simulation first for a flat surface (note: the “real” effect of obstruction of the horizon on the counted number of photons will be included later). We simulated diffuse irradiance by using an option in the GRIMALDI code to send isotropic radiation (that means that photons are coming randomly from the upper hemisphere) to the ground. In order to remove multiple scattering effects and reflections from the surroundings, simulations are performed without any atmosphere and ground reflectivity (i.e., ground albedo is set to 0).
Since the number of total photons $P_{\text{tot}}$ will be evenly distributed over the whole domain.

We can write:

$$N_{\text{pm,dif, noA}} = P_{\text{tot}}/A_{\text{tot}}$$

(A10)

$A_{\text{tot}}$ is the total surface of the domain ($m^2$).

To include the effects of the horizon we have to multiply $N_{\text{pm,dif, noA}}$ with a factor $H$ which accounts for the obstruction of the sky by the horizon. $H$ is the integral over the solid angles of the sky hemisphere

$$H = \frac{4\pi}{\pi} \int_{0}^{\pi} \int_{0}^{2\pi} \sin \theta \cdot \cos \theta \cdot f \cdot d\theta \cdot d\omega$$

(A11)

where $\theta$ is the elevation angle of the solid angle and $\omega$ the azimuth angle. $f$ is a simple numerical factor to account for the sky covered by the horizon. If the obstruction is larger than $\theta$, $f$ equals 0, if the angle subtended by the obstruction is smaller than $\theta$ $f$ is equal 1. If no obstruction of the sky by the horizon occurs $f$ is always equal 1, and therefore also the integral is equal $\pi$ and $H$ is equal 1. $f$ is calculated prior to the calculation of $H$ by a FORTRAN program which calculates if the horizon covers the sky for each azimuth angle taking into account the surrounding pixels altitude and the central pixel inclination and orientation. It works using a virtual beam which “scans” the horizon over the whole 360° azimuth range.

We can now write using Eqs. (9) and (10):

$$\epsilon_{\text{dif}} = P_{\text{tot}} \cdot H/(N_{\text{rea,dif, noA}} \cdot A_{\text{tot}})$$

(A12)

Calculation of direct irradiance $I_{\text{rea}}$ in ($W \cdot m^{-2} \cdot nm^{-1}$)

If we include Eq. (4) and (8) in Eq. (1) we obtain the final equation for the calculation of the direct irradiance at the ground:

$$I_{\text{rea}} = N_{\text{rea,dir}} \cdot (I_{\text{ext}} \cdot \cos(sza)) \cdot C_{\text{sun-earth}} \cdot A_{\text{tot}} / P_{\text{tot}}$$

$$\cdot P_{\text{tot}}/(N_{\text{rea,dir, noA}} \cdot A_{\text{tot}})$$

(A13)

And therefore

$$I_{\text{rea}} = N_{\text{rea,dir}} \cdot (I_{\text{ext}} \cdot \cos(sza)) \cdot C_{\text{sun-earth}} / N_{\text{rea,dir, noA}}$$

(A14)

Calculation of diffuse irradiance $D_{\text{rea}}$ in ($W \cdot m^{-2} \cdot nm^{-1}$)

If we include Eqs. (4) and (12) in Eq. (2) we obtain:

$$D_{\text{rea}} = N_{\text{rea,diff}} \cdot (I_{\text{ext}} \cdot \cos(sza)) \cdot C_{\text{sun-earth}} \cdot A_{\text{tot}} / P_{\text{tot}} \cdot P_{\text{tot}}$$

$$\cdot H/(N_{\text{rea,diff, noA}} \cdot A_{\text{tot}})$$

(A15)

We therefore derive

$$D_{\text{rea}} = N_{\text{rea,diff}} \cdot H \cdot I_{\text{ext}} \cdot \cos(sza) \cdot C_{\text{sun-earth}} / N_{\text{rea,diff, noA}}$$

(A16)
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