A numerical comparison of different methods for determining the particle formation rate
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Abstract. Different methods of determining formation rates of 3 nm particles are compared, basing on analysis of simulated data, but the results are valid for analyses of experimental particle size distribution data as well, at least within the accuracy of the applied model. The study shows that the method of determining formation rates indirectly from measured number concentration data of 3–6 nm particles is generally in good agreement with the theoretical calculation with a systematic error of 0–20 %. While this accuracy is often enough, a simple modification to the approximative equation for the formation rate is recommended. A brief study on real atmospheric data implied that in some cases the accuracy gain may be significant.

1 Introduction

Formation of new particles by nucleation and their subsequent growth to larger sizes have been observed to take place frequently and almost everywhere in the Earth’s atmosphere (Kulmala et al., 2004; Kulmala and Kerminen, 2008). Model studies indicate that nucleation is a dominant source of new particles (Spracklen et al., 2006; Yu and Luo, 2009) and a very important source of cloud condensation nuclei and cloud droplets (Spracklen et al., 2008; Makkonen et al., 2009; Merikanto et al., 2009; Pierce and Adams, 2009) in the global atmosphere.

From a theoretical point of view, atmospheric new-particle formation is driven by the nucleation rate, i.e. the formation rate of critical clusters of 1–2 nm in diameter (e.g. Kulmala et al., 2007). The nucleation rate is, however, a problematic quantity to deal with. Firstly, in spite of the recent progress in measuring atmospheric clusters and nanometer-size particles (Sipilä et al., 2008; Iida et al., 2009; Lehtipalo et al., 2009; Manninen et al., 2009), accurate measurements of atmospheric nucleation rates are impossible at the moment. Secondly, few large-scale atmospheric models extend their size distribution down to 1 nm needed to simulate the nucleation process. Atmospheric new-particle formation is therefore usually handled by using the concept of the “apparent” particle formation rate (e.g. Kerminen and Kulmala, 2002), which refers to the formation rate of particles of a few nm (typically 3 nm) in diameter.

The connection between the nucleation rate and apparent particle formation rate has been studied quite actively during the recent years (e.g. Kerminen et al., 2004; McMurry et al., 2005; Lehtinen et al., 2007; Anttila et al., 2010). Much less attention has been put on investigating how accurately the particle formation rate can be determined from atmospheric measurements, how sensitive this rate is to the applied analysis method and the underlying assumptions, and how this rate should be related to the nucleation rate in practice. Such information would be extremely valuable when testing current nucleation theories against field or laboratory measurement data, or when evaluating the performance of nucleation parameterizations in large-scale atmospheric models.

The goal of this paper is to address some of the issues raised above with help of an aerosol dynamics model. By using simulated, rather than measured, data, it is possible to investigate the particle formation rate and related quantities.
in a controlled system and without the problems inherent to experimental data. The latter include the diurnal evolution of the atmospheric boundary layer, rapid changes in air masses transported to the measurement site, and uncertainties in the determination of particle growth rate. In this study we used the University of Helsinki Multicomponent Aerosol model, which is known to be capable of describing the general characteristics of new particle formation in an idealized scenario (Korhonen et al., 2004). Since the model is built on the same physical assumptions as the methods investigated in this paper, and since we treat our simulation data as if it were traditional field measurement data, our results should be valid for analyses of experimental data as well.

2 Theory

The time evolution of particle size distribution is described by the (simplified) continuous general dynamic equation (e.g. Seinfeld and Pandis, 2006)

\[
\frac{\partial n(v,t)}{\partial t} = \frac{1}{2} \int_0^v K(v-q,q)n(v,q,t) dq - n(v,t) \int_0^\infty K(q,v)n(q,t) dq - \frac{\partial}{\partial v} \left[ (p_k - \gamma_k) v_1 n(v,t) \right] + J_{\text{nucl}}(t) \delta(v-v_0) + S(v,t) - R(v,t),
\]

(1)

where \( n(v,t) = \partial N/\partial v \) is the particle volume distribution function, \( v \) is particle volume, \( t \) is time, \( N \) is the cumulative number concentration of particles, \( K(v, v') \) is the coagulation coefficient between particles of volumes \( v \) and \( v' \), \( p_k \) and \( \gamma_k \) are the rates at which a \( k\)-mer gain or lose a monomer due to condensation or evaporation, \( v_1 \) is the volume of the condensing/evaporating monomer, \( J_{\text{nucl}} \) is the nucleation rate, \( \delta \) is the delta function, \( v_0 \) is the volume of nucleated particles, and \( S \) and \( R \) represent additional sources and losses. Note that the quantities are defined here in the continuous volume sense, while in this paper we investigate both continuous and discrete quantities.

In this paper, the particles are assumed to be spherical, and so it is more practical to use particle diameter instead of volume. While it can be defined at any size, let us, for the remainder of this paper, assume that by formation rate we mean it at the most widely studied diameter \( D_p = 3 \text{ nm} \), unless stated otherwise. Even though recent measurements have been able to estimate particle formation rates at as low as 2 nm (Kulmala et al., 2007; Manninen et al., 2009), only a fraction of available measurement data extend to below 3 nm. Since the mathematical relations used in this paper are applicable at any size, a more conventional size of 3 nm is also more meaningful from the point of view of this study, as the diameter change from nucleation to 3 nm is much larger than to 2 nm, allowing for more time for e.g. coagulation.

Particles of 3 nm in diameter may be formed due to condensational growth of particles from below 3 nm, shrinkage of particles due to evaporation from above 3 nm, and self-coagulation of particles smaller than 3 nm. Since nuclei self-coagulation is important at high nucleation rates only, it may be neglected in typical atmospheric conditions (e.g. Anttila et al., 2010). While keeping these assumptions in mind, we denote the formation rate of particles at 3 nm by \( J_3 \). In words, this signifies the flux of particle concentration on “diameter axis” at exactly 3 nm in size. An equation for this can then be written as

\[
J_3 = n_3 \times GR_3 = \frac{\partial N}{\partial D_p} \bigg|_3 \times GR_3,
\]

(2)

where \( n_3 = \partial N/\partial D_p \bigg|_3 \) is from now on the size distribution function at 3 nm, \( GR_3 = dD_p/dt \bigg|_3 \) is the growth rate of particles at 3 nm, which represents the term \( (p_k - \gamma_k) v_1 \) in Eq. (1): the growth due to condensation and shrinkage due to evaporation.

Note that in a stationary situation \( \partial N/\partial t \bigg|_3 = 0 \), but according to Eq. (2) the formation rate \( J_3 \) need not equal zero.

3 Methods

Unfortunately, the presented definition of the formation rate, Eq. (2), is difficult to apply in practise. In a sectional aerosol dynamics model, the formation rate can be estimated by approximating the partial derivative, and interpolating (if needed) over particle diameter, to get

\[
J_3 = \left. \frac{\Delta N}{\Delta D_p} \right|_3 \times GR_3,
\]

(3)

where \( \Delta D_p \) is the width of the section centered around 3 nm particles, and \( \Delta N \) is the particle concentration in the corresponding section. Note that since the efficacy of coagulation decreases with increasing particle size, particles between the lower limit and the middle of a size section are scavenged more effectively than particles closer to the upper limit of the same size section. This means that the \( J_3 \) calculated with Eq. (3) actually corresponds to the formation rate at a size slightly larger than the center of the bin. With typical atmospheric particle concentrations, however, this effect becomes important only if the size resolution of the data is very coarse, and, in practise, below 2 nm.

In this study we used the University of Helsinki Multicomponent Aerosol model (UHMA, Korhonen et al. (2004)) to produce the data for analysis. UHMA is a size segregated sectional box model that includes all basic aerosol dynamical processes. A model has the advantage over atmospheric measurements that anything modeled can also be output and saved for further analysis, thereby allowing us to test various different methods of data analysis. In this study we used a 1 min output time resolution with 60 fixed size sections divided logarithmically between particle diameters 1.5–1000 nm. New particles were assumed to be formed via the sulphuric acid induced cluster activation (Kulmala
et al., 2006) at the smallest model section. Note that due to the methods used in the data analysis of this study, and the accompanying sensitivity checks, the selected nucleation mechanism is of minor importance.

State-of-the-art instruments, on the other hand, lack detailed resolution in both time and size. In general, noise and other experimental errors decrease their accuracy. In case of an instrument that divides particles according to size channels, such as the differential mobility particle sizer (DMPS, e.g. Aalto et al. (2001)), one could in principle directly apply Eq. (3). However, since the DMPS has a lower size limit at 3 nm, it is practically impossible to determine GR3 accurately from DMPS size distribution data. Instead, it is easier to estimate an average growth rate from the rate of change in mode diameter of particles from a wider size range, e.g. (roughly) 3–7 nm (Sihto et al., 2006; Riipinen et al., 2007). Also, using data originating only from one instrument channel is unreliable. Therefore, it is practical to determine the formation rate via the number concentration of e.g. 3–6 nm particles, \(N_{3–6}\). By integrating Eq. (1) over 3–6 nm, and neglecting the self-coagulation as well as other small terms, we get a balance equation

\[
\frac{\partial N_{3–6}}{\partial t} = GR_{3} \times n_{3} - GR_{6} \times n_{6} - CoagS_{3–6} \times N_{3–6},
\]

(4)

where the terms on the right-hand-side represent growth from below 3 nm, growth past 6 nm and coagulation loss within 3–6 nm, respectively. CoagS_{3–6} is the mean coagulation sink experienced by 3–6 nm particles (Kulmala et al., 2001). To facilitate its calculation, this range of coagulation sinks may be approximated by just CoagS_{4}, as 4 nm is close to the geometric mean of 3–6 nm. By rearranging the terms of Eq. (4), approximating the differentials by finite differences, approximating GR_{6} by the average growth rate of 3–7 nm particles GR_{3–7}, and denoting the first term on the right-hand-side of Eq. (4) by \(J_{3}\), we get (e.g. Sihto et al., 2006; Riipinen et al., 2007)

\[
J_{3} = \frac{\Delta N_{3–6}}{\Delta t} + CoagS_{4} \times N_{3–6} + \frac{GR_{3–7}}{6nm - 3nm} \times N_{3–6}.
\]

(5)

We will use this equation as the measurement perspective, while all the analyses in this paper are still performed on simulated data.

Several approximations were made to arrive at Eq. (5), but it is unclear what is the magnitude of error in this approach. In experimental observations, number concentrations are usually directly measured, while the coagulation sink and growth rate are calculated from the number concentration data. Since the growth rate may be a several-hour average, it is a potential source of error. On the other hand, the size resolution of the measurement device might be inadequate to give an accurate estimate of the particle concentration at the exact size range of 3–6 nm. We will calculate \(N_{3–6}\) in two ways: (1) by approximating it as a sum of particle concentrations within bins in size region 3–6 nm, and

\[
\int_{3}^{6} C_{dn} \cdot N_{dn} \, dn
\]

(2) by using more accurate numerical integration. We will also try several other particle size ranges in the application of Eq. (5).

4 Results and discussion

4.1 Comparison of different methods for estimating the formation rate

We calculated the formation rate of 3 nm particles by using Eqs. (3) and (5) (the “theoretical” and “measured” formation rates, respectively) from simulated new particle formation event data. Note that the simulations and methods of data analysis were independent of each other. The vapour concentrations used in the simulation are presented in Fig. 1: the particles grow due to condensation of sulphuric acid and a non-volatile organic vapour with a significantly higher concentration. These cause growth of particles of all sizes, and most of this growth can be attributed to the organic vapour. The only organic vapour considered was set non-volatile, because otherwise the Kelvin effect would significantly hinder its condensation on particles around the 3 nm size. A surface plot of the simulated particle size distribution data is presented in Fig. 2.

A comparison of formation rates is presented in Fig. 3, in which the “measured” formation rate was determined in two ways: by using a time dependent but size-averaged growth rate for 3–7 nm particles (solid black line), and by using a single value for the growth rate estimated visually from the particle size distribution plot (3 nm h^{-1}, dashed red line). With this parameterization, the “measured” formation rate overestimates the theoretical one (blue line with circles) by
Fig. 2. The simulated particle size distribution data used in the analysis.

Fig. 3. Comparison of formation rates calculated using different methods during a simulated new particle formation event.

The terms from the Eq. (5) are plotted for comparison in Fig. 4. One might suggest that a poorly estimated growth rate could make the “measured” formation rate deviate significantly from the “theoretical” one. The magnitude and order of importance of different terms depend on the conditions of the new particle formation event. For example, a higher concentration of pre-existing (background) particles would amplify the coagulation sink. Consequently, the number concentration of 3–6 nm particles would decrease, affecting all terms in Eq. (5). However, due to the more direct effect of the pre-existing particles on the coagulation sink, the coagulation term would increase the most. Therefore, the error from using Eq. (5) instead of Eq. (3) might increase.

We investigated how the ratio between $J_3$ calculated by using Eqs. (3) and (5) would change, when varying the cluster activation coefficient (Kulmala et al., 2006) used in nucleation, the concentration of condensing (particle-growing) vapour and the number concentration of background particles. The results are presented in Table 1, with each entry representing an independent simulation, together capturing the general trends in all basic scenarios. The investigation showed that changing the activation coefficient has very little effect on the ratio between the two values os $J_3$. On the other hand, if the concentration of the organic vapour was increased, the growth rate would be higher and more particles would grow to 3–6 nm before being coagulated. Because the loss due to coagulation is most significant for particles below 3 nm, this would decrease the importance of the coagulation term, which would then again bring the ratio between the formation rates closer to unity. Similarly, if the pre-existing particle concentration was decreased, the coagulation term would weaken, and Eqs. (3) and (5) would give more similar values for $J_3$.

In deriving Eq. (5) from Eq. (4), several approximations were made. We performed more detailed calculations on the first simulation in Table 1, and the results are presented in Table 2. For example, the actual coagulation sink of 3–6 nm particles was approximated by that of 4 nm particles. By comparing these coagulation sinks, we found that this approximation causes an error of about 8% in the value of CoagS$_{3−6}$. By applying this improved coagulation sink in Eq. (5), the ratio of formation rates was closer to unity. We also studied the second approximation of Eq. (5), i.e. the decision to use the averaged growth rate of 3–7 nm particles,
Table 1. Sensitivity of the ratio of formation rates (Eq. (3)/Eq. (5), calculated as a mean of values during 11:00–13:00) to different parameters affecting new particle formation. Nomenclature: BKG = background particle concentration, A = activation coefficient, bins = number of size sections.

<table>
<thead>
<tr>
<th>Varied parameter</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>none</td>
<td>0.87</td>
</tr>
<tr>
<td>BKG → 0</td>
<td>1.00</td>
</tr>
<tr>
<td>BKG → ( \frac{1}{10} \times \text{BKG} )</td>
<td>0.96</td>
</tr>
<tr>
<td>BKG → ( \frac{1}{7} \times \text{BKG} )</td>
<td>0.91</td>
</tr>
<tr>
<td>BKG → 4 × BKG</td>
<td>0.84</td>
</tr>
<tr>
<td>A → ( \frac{1}{4} \times A )</td>
<td>0.87</td>
</tr>
<tr>
<td>A → 4 × A</td>
<td>0.87</td>
</tr>
<tr>
<td>GR(<em>{3–7} ) → 0.77 × GR(</em>{3–7} )</td>
<td>0.78</td>
</tr>
<tr>
<td>GR(<em>{3–7} ) → 1.9 × GR(</em>{3–7} )</td>
<td>0.97</td>
</tr>
<tr>
<td>bins → ( \frac{1}{2} \times \text{bins} )</td>
<td>0.89</td>
</tr>
<tr>
<td>bins → 2.5 × bins</td>
<td>0.85</td>
</tr>
</tbody>
</table>

and found that using a more accurate growth rate of exactly 6 nm particles has an insignificant effect on the value of the formation rate. The remaining approximated quantity in Eq. (5), i.e. the number concentration of 3–6 nm particles, may also be defined more accurately. As opposed to calculating \( N_{3–6} \) simply as a sum of particle concentrations in bins within 3–6 nm, a more accurate numerical integration increases the term, and the ratio between the formation rates actually decreases by 7%. In total, using all of the mentioned “improvements” decreases the ratio between the formation rates by 4% in the studied case.

We also tested how the ratio between the formation rates (Eqs. (3) and (5)) would change if the particle diameter range in Eq. (5) would be different from 3–6 nm. The results of this analysis are presented in Table 2. Here, all the “improvements” suggested in the previous paragraph were applied, and all occurrences of 6 nm in the modified Eq. (5) were replaced with the new upper limit of the diameter range. Perhaps a bit surprisingly, our sensitivity test suggests that the applied particle diameter range affects the accuracy of \( J_3 \) significantly, with a broader range giving greater accuracy, until 3–13 nm, after which the applied Eq. (5) begins to underestimate the formation rate. Of course, this is caused by a numerical effect: the significant increase in the denominator of the growth rate term in Eq. (5) decreases its value. While increasing the level of agreement between the two equations for formation rates, the difference caused by the coagulation term remains. Obviously the exact numbers presented in Table 2 will vary depending on the case: for example, for the case which we used to study the effect of halving the background particle concentration, the maximum ratio occurs with the diameter range of 3–18 nm.

Another factor that could have an effect on the formation rates is the size resolution of the data, or in this case, the number of sections in the model. A brief sensitivity test suggested that a higher size resolution would magnify the difference between the formation rates predicted by Eqs. (3) and (5), but only slightly (cf. Table 1).

In order to compare the particle formation rates at 2 nm, we performed a brief test on the ratio between Eq. (3) applied at 2 nm and Eq. (5) applied with the diameter range 2–3 nm (Kulmala et al., 2007). The ratio between these two values for \( J_2 \) was 0.73 using the “improved” analysis (see above) with the reference data. Scavenging of 2 nm particles is twice as fast as that of 3 nm particles, which is the reason for the increased disagreement between the two formation rates as compared to the \( J_3 \) analysis above. As was in the case of \( J_3 \), the ratio increased as upper limit of the diameter range was broadened, reaching unity around 7 nm in the analysed data.

The presented results suggest that most of the deviation between Eqs. (3) and (5) is caused by coagulation. However, the error rises not only from the coagulation term of Eq. (5), but from approximating the last term, \( n_6 \), by \( N_{3–6}/3 \text{nm} \), a particle diameter range that is significantly affected by coagulation scavenging. Since the coagulation sink decreases with increasing particle size, a better solution would be estimating \( n_6 \) from a size range closer to 6 nm, for example

\[
J_3 = \frac{\Delta N_{3–6}}{\Delta t} + \text{CoagS}_4 \times N_{3–6} + \frac{\text{GR}_{3–7}}{7 \text{nm} \times 5 \text{nm}} \times N_{5–7}.
\]

The ratio between Eqs. (3) and (6) was found to be 1.06, which could be said to be a significant improvement over the results shown above. Also, if the last term \( \text{GR}_{3–7}/2 \text{nm} \times N_{5–7} \) was replaced by \( J_6 \) (as calculated from Eq. (3) at 6 nm), the error of \( J_3 \) was found to be within 1% as compared to Eq. (3). Because Eq. (6) is easily implemented in data analysis, we recommend its usage over Eq. (5).

Obviously the numbers presented in Tables 1 and 2 are examples for the studied case, and cannot be used to accurately
quantify a systematic error. Nevertheless the trends related to and approximate magnitudes of different aerosol dynamical phenomena should be general.

4.2 Example of atmospheric application

In order to demonstrate the practical usage of Eq. (6), we applied it on real atmospheric data from a DMPS instrument in Hyytiälä, Finland, on 1 April 2003. The particle size distribution is shown in Fig. 5. We used the constant value of 3.4 nm h$^{-1}$ for the particle growth rate during the nucleation period from 10:00 to 18:00. For details on how the growth rate was estimated, please see Hirskikko et al. (2005).

The median value for the formation rate of 3 nm particles calculated by using Eq. (5) was 1.75 cm$^{-3}$ s$^{-1}$, whereas Eq. (6) gave 1.13 cm$^{-3}$ s$^{-1}$. This means that in this particular case, the difference between the two methods of calculating $J_3$ was as large as 54%.

5 Summary and conclusions

Different methods of determining formation rates of 3 nm particles were compared. The comparison was based on data analysis performed on output data from a sectional aerosol dynamics model in various cases of differing model parameters. However, the results are valid for experimental discrete particle size distribution analyses as well. The study showed that the method of determining formation rates indirectly from the measured concentration of 3–6 nm particles (Eq. (5), e.g. Sihto et al. (2006)) is generally in good agreement with the more accurate Eq. (3) with a systematic error of 0–20 % that can mostly be attributed to coagulation. The error is reduced by a few percents if the coagulation sink is calculated more accurately, or if the growth rate is very high, or if the background particle concentration is relatively insignificant. However, testing the improved equation on real atmospheric data showed that in some cases the difference between the formation rates calculated from Eqs. (5) and (6) may be significantly higher.

It can be concluded that the general uncertainties related to experimental measurements often exceed the error caused by using approximative expressions for formation rate, and both studied methods are accurate enough in atmospheric applications. Nevertheless, since the presented modification (Eq. (6)) is easily applied in data analysis, we recommend its usage in determination of particle formation rate from atmospheric data.
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