Abstract. Emissions of biomass-burning aerosols from the Indonesian region are known to vary in response to rainfall anomalies associated with the El Niño Southern Oscillation (ENSO). For the severe El Niño-related drought in 1997, there have been several attempts to estimate the direct radiative forcing from increased aerosol emissions over Indonesia, as well as the associated feedbacks on climate. However, these estimates have not considered indirect aerosol effects. Another question that has not been addressed is whether the effect of ENSO-related circulation and rainfall anomalies on radiative forcing is significant relative to the effect of changes in emissions. In this study, we analyse the direct and first indirect radiative forcing from El Niño-related increased emissions of Indonesian biomass-burning aerosols, with and without the influence of ENSO-related rainfall and circulation anomalies.

We compare two experiments that are performed with the CSIRO-Mk3.6 atmospheric global climate model (GCM). The first experiment (AMIP) consists of a pair of runs that respectively represent El Niño and La Niña conditions. In these runs, the distribution of aerosols is simulated under the influence of realistic Indonesian biomass-burning aerosol emissions and sea surface temperatures (SSTs) for 1997 (El Niño) and 2000 (La Niña). The second experiment (CLIM) is identical to AMIP, but is forced by climatological SSTs, so that in CLIM meteorological differences between 1997 and 2000 are suppressed.

The comparison of AMIP and CLIM shows that the aerosol radiative forcing anomalies associated with ENSO (El Niño minus La Niña) are substantially stronger when ENSO-related SST anomalies are taken into account. For the first indirect effect, the influence of SST-induced changes in rainfall and circulation exceeds that of changes in emissions. For the direct aerosol forcing, the influence of changes in SSTs and emissions are of comparable magnitude. Averaged over the Indonesian region (5.6°N–11.2°S, 96.6°E–150.9°E), the first indirect forcing is −0.7 Wm⁻² in CLIM and −2.2 Wm⁻² in AMIP during the months July to November. The direct aerosol forcing at the top of the atmosphere (surface) is −1.0 (−5.3) Wm⁻² in CLIM and −1.8 (−9.1) Wm⁻² in AMIP during the same period.

Our results suggest that (a) the indirect aerosol effect from biomass-burning aerosols is strong enough to play an important role for impact assessments, and (b) that impacts of biomass-burning aerosols would be considerably underestimated if feedbacks of ENSO-related SST variations on radiative forcing are not taken into account.

1 Introduction

In the Indonesian region, high fire activity occurs in response to negative precipitation anomalies. These usually occur during the El Niño phase of the El Niño Southern Oscillation (ENSO). During the La Niña phase, fire activity is suppressed due to increased rainfall. Several studies have shown that enhanced emissions of biomass burning (BB) aerosols during El Niño exert substantial effects on regional radiative forcing (Duncan et al., 2003; Davison et al., 2004; Rajeev et al., 2008).
ENSO has a large influence on the climate of the Indonesian region. These quasi-periodic variations of sea surface temperature (SST) in the equatorial Pacific change regional atmospheric dynamics. During El Niño events, warm SST anomalies prevail in the central Pacific, while SSTs around Indonesia are cooler than normal. During La Niña the situation is reversed, with cool SST anomalies in the central Pacific and warm SST anomalies around Indonesia. This causes a shift of the Walker circulation, so that the Indonesian region experiences increased rainfall in La Niña conditions and decreased precipitation rates during El Niño events. The ENSO-related reduction in rainfall can cause severe droughts in the Indonesian region during Indonesia’s dry season (Hendon, 2003; Wooster et al., 2012).

Drier conditions in Indonesia are welcome for farmers and landowners with respect to land clearing. Fires are a common tool for land clearing in this region and are often deliberately set in the dry season (Murdyiarso and Adiingsih, 2007). During extended droughts the high risk of a fire spreading increases and fires sometimes end up raging for several months. In such cases, large amounts of trace gases and aerosols are emitted. In 1997, for example, one of the strongest El Niño events of the past century occurred. This caused severe droughts in the Indonesian region, which considerably promoted fire activity. A strong Indian Ocean Dipole coincided with the 1997 El Niño, which might have also contributed to the very dry conditions in Indonesia (Saji et al., 1999; Webster et al., 1999). As a result, intense fires occurred predominantly in the main islands of Indonesia, such as Sumatra and Borneo (Duncan et al., 2003; Liew et al., 1998), leading to exceptionally high aerosol loads in the Indonesian region (Levine, 1999; Parameswaran et al., 2004; van der Werf et al., 2010). Page et al. (2002), for instance, estimated that during the 1997 El Niño event between 0.8 and 2.6 Pg of carbon was released from fires in Indonesian peatlands. Van der Werf (2010) gave an estimate of 1.1 Pg C for equatorial Asia during the same event. Due to the anomalous easterly winds associated with El Niño, a large aerosol plume formed over the tropical Indian Ocean (Parameswaran et al., 2004).

Aerosols influence the regional radiation budget directly through scattering and absorption of short-wave (SW) radiation, and indirectly through their ability to change cloud properties by acting as cloud condensation nuclei (Ramanathan, 2001). Assuming that the liquid water content in a cloud remains unchanged and that water tends to distribute equally over the number of cloud droplets, an increase in the number of cloud droplets would result in smaller droplet radii. This increases cloud albedo and more solar radiation is reflected back to space (Twomey, 1974). Increased cloud albedo also results in a reduction of available solar radiation at the surface. Aerosol impacts on radiation can trigger changes in circulation and rainfall patterns (Rotsteyn et al., 2007).

Beside the cloud-albedo effect, which is also referred to as the first indirect effect, there is a second indirect effect; the decreasing radius of cloud droplets tends to lower the precipitation efficiency (Albrecht, 1989). Langmann (2007) and Graf et al. (2009) showed that smoke released during the 1997 Indonesian fires caused a temporal and spatial redistribution of rainfall, so that rainfall appeared suppressed in some regions while increased in others. In areas with suppressed rainfall, remaining moisture led to the development of higher convective clouds. This is in agreement with other studies demonstrating a possible change in cloud thickness due to aerosol pollution (Pincus and Baker, 1994; Wood, 2007). The second indirect effect is highly uncertain in the global mean, even regarding its sign, (Lohmann and Feichter, 2005) and is not well resolved in global climate models (GCMs). This may be worse in highly convective regions with a complex geographical structure such as the Indonesian archipelago (Neale and Slingo, 2003; Menon and Rotsteyn, 2006).

Several authors have estimated the direct radiative forcing due to aerosols associated with the 1997 Indonesian fires. These studies included model calculations (Davison et al., 2004; Duncan et al., 2003; Tosca et al., 2010) and satellite-based approaches (Podgorny et al., 2003; Rajeev et al., 2008). Indirect aerosol effects, however, have not been considered.

Duncan et al. (2003) used a tropospheric chemistry and transport model to estimate the impacts of trace gas and aerosol emissions on tropospheric chemistry. Their study showed that for the months September to November fire-emitted aerosols in 1997 significantly perturbed the tropical radiative budget. Over the burning regions, the top of atmosphere (TOA) forcing was about $-10 \, \text{W m}^{-2}$ and close to zero in most other regions as organic and black carbon exerted forcings of opposite sign. The radiative impact was much stronger at the surface; over large areas of the Indian Ocean they estimated radiative forcing of about $-10 \, \text{W m}^{-2}$ and values as low as $-150 \, \text{W m}^{-2}$ over the burning regions. Their results also suggested that the reduction of insolation was partly responsible for a 20%-decrease in the concentration of the hydroxyl radical over much of the Indian Ocean, an oxidant involved in the formation of sulphate aerosols.

Another calculation of the direct radiative forcing associated with the 1997 Indonesian fires was performed by Davison et al. (2004). They simulated the distribution of fire-emitted aerosols during the months August to November 1997 using a GCM, not allowing for aerosol-feedbacks on the atmosphere. They found that the monthly-mean TOA radiative forcing reached its maximum in September with values of $-46 \, \text{W m}^{-2}$ in grid-boxes close to the emission regions. The TOA radiative forcing over the surrounding ocean was typically between $-10$ and $-25 \, \text{W m}^{-2}$. At the surface they found a maximum monthly mean reduction of insolation in September of about $200 \, \text{W m}^{-2}$ in some grid boxes, while otherwise their results were close to but somewhat larger than
the radiative forcing estimates from Duncan et al. (2003). In two additional experiments Davison et al. (2004) showed that hydration of the smoke particles and feedbacks of aerosols on the climate increased the simulated radiative forcing magnitudes by 50 % and 19 %, respectively.

Tosca et al. (2010) used a slightly different approach for assessing the radiative and climatic effects of aerosols associated with the 1997 fires. Using an atmospheric GCM coupled to a slab ocean model, they simulated the spread of the fire emissions in 1997 and compared the results to a La Niña year (2000) with low fire activity. Based on the difference between the high and low fire simulation, they showed that incoming SW radiation over a region encompassing Sumatra and Borneo was reduced by around 19 Wm$^{-2}$ at the surface during the months August to October, with a largest regional average occurring in September ($−25$ Wm$^{-2}$). Simultaneously, absorbing components led to atmospheric heating of 21 Wm$^{-2}$. They showed in their simulations that the radiative effects of aerosols cooled surface temperatures by about 0.4 to 0.5 °C. SST cooling in combination with atmospheric heating reduced precipitation by 0.9 ± 0.6 mm d$^{-1}$, which suggests a positive feedback loop between BB aerosols and drought stress in Indonesia. The authors noted that large scale ENSO-related changes were not represented in the boundary conditions, which were all climatological except for the fire-induced aerosol emissions.

Observational evidence for a radiative impact of Indonesian biomass burning aerosols was provided by Podgorny et al. (2003). Using satellite-derived observations of aerosol optical depths and measurements of single scattering albedo in combination with a radiation model, they concluded that during September to November the radiation absorbed by the Indian Ocean was reduced by 30 to 60 Wm$^{-2}$, while radiative forcing at the TOA was between 5 and 15 Wm$^{-2}$ under cloudy skies. This suggested atmospheric heating in the lower troposphere with heating rates of 0.6 to 1 K day$^{-1}$.

A similar approach was used by Rajeev et al. (2008). In their study they established a link between cool SST anomalies in the eastern Equatorial Indian Ocean and a reduction in SW radiation over a vast region over the Indian Ocean. They found that during September to October SW radiation was reduced by more than 46 Wm$^{-2}$, which led to an observed reduction in SSTs by 1 to 2 °C. The authors suggested that there was a positive feedback of aerosol-induced cooling on the intensity of the prevailing Indian Ocean Dipole.

Another potential positive feedback involves the effects of ENSO-related precipitation and circulation anomalies on BB aerosols. Heil et al. (2007) demonstrated in an air quality study that reduced wet scavenging and increased westward aerosol transport substantially increased the intensity and spatial scale of aerosol pollution from the 1997 fires. In principle, larger aerosol burdens are expected to intensify radiative forcing. Hence, estimates of aerosol feedbacks in which aerosol-induced perturbations of SSTs are calculated against a background of climatological conditions (Tosca et al., 2010) may be underestimated. Similarly, it is common practice to calculate radiative forcing in GCMs using climatological SSTs (Lohmann et al., 2010; Taylor et al., 2012). To our knowledge, however, there has been no attempt to analyse the extent to which radiative forcing is changed by ENSO-related SST (and hence rainfall and circulation) anomalies.

In the present study, we quantify the impact of ENSO-related SST anomalies on the magnitude and spatial extent of the radiative impact of Indonesian BB aerosols, addressing not only the direct but also (for the first time) the first indirect aerosol effect. We do not attempt to quantify the second indirect effect because, as discussed above, this would be highly speculative. In contrast to regional studies analysing Indonesian BB events from an air-quality perspective (Heil et al., 2007; Keywood et al., 2003), our study focuses on radiative forcing over a larger domain, and uses an atmospheric GCM for this purpose. We performed two experiments in which radiative perturbations caused by Indonesian BB aerosols are determined with and without the influence of ENSO-related meteorological changes forced by SST anomalies. This is done for the direct and the first indirect effect individually. We do not attempt to simulate feedbacks of BB aerosols on circulation; this would require further experiments in which the atmospheric GCM is coupled to an ocean model (Tosca et al., 2010).

The current study demonstrates that both the direct and first indirect radiative effect are substantially enhanced when the impacts of ENSO-related SSTs on climatic conditions are taken into account. This highlights the need to consider changes in meteorological conditions for realistically estimating radiative forcing and associated climatic impacts from intense biomass burning in ENSO-influenced regions.

2 Method

Two experiments were performed using the CSIRO Mark 3.6 (Mk3.6) atmospheric global climate model (GCM). The model is described in Sect. 2.1. Details of the experimental design are in Sect. 2.2.

2.1 Model description

The Mk3.6 GCM has a horizontal resolution of 1.9°×1.9° (spectral T63) and 18 vertical levels in the atmosphere. It is developed from the Mk3.5 model, which was described in detail by Gordon et al. (2010). The main differences between Mk3.5 and Mk3.6 are an interactive aerosol treatment and an updated radiation scheme in the latter version (Rotstayn et al., 2012). Here we summarise the aerosol-related aspects of the model.

The aerosol scheme of Mk3.6 includes eleven prognostic variables, namely the mass mixing ratios of dimethyl sulphide (DMS), sulphur dioxide (SO$_2$), sulphate (SO$_4$),
hydrophobic and hydrophilic forms of black carbon (BC) and organic carbon (OC), as well as four size bins of mineral dust (radii ranging from 0.1–1, 1–2, 2–3, and 3–6 µm). Sea salt (film-drop and jet-drop) is diagnosed as a function of the 10 m wind speed above the ocean surface (O’Dowd et al., 1997) but is not treated prognostically. Information about the aerosol size distributions and hygroscopic growth can be found in Rotstayn et al. (2007) (their Table 2).

Global emissions of anthropogenic and BB aerosols and their precursors (i.e. carbonaceous aerosols and SO2) are prescribed and taken from the Coupled Model Intercomparison Project Phase 5 (CMIP5) (Lamarque et al., 2010). BB emissions from the Indonesian region (5.6° N–11.2° S, 96.6° E–150.9° E) are taken from the Global Fire Emission Database version 3 (GFED3) (van der Werf et al., 2010). Note that yields of secondary organic aerosols due to gas-to-particle conversion are not included in GFED3 emission estimates. For our experiments we used monthly-mean values of aerosol emissions; thus, the model does not resolve variability due to emission changes on shorter time scales. Depending on the climatic zone, BB emissions are injected into model layers following the emission height distributions in Dentener et al. (2006). In the tropics, for instance, 20% of the BB emissions are emitted in the lowest model layer to an altitude of 100 m, and the remaining 80% are evenly distributed in higher levels up to 1000 m. The treatment of sulphur chemistry is based on that in ECHAM4 (Feichter et al., 1996) with some modifications as in Rotstayn and Lohmann (2002). It treats oxidation of sulphate precursors using prescribed, monthly-mean values of hydroxyl radical (OH−), ozone (O3), hydrogen peroxide (H2O2) and nitrate radical (NO3) representative for the modern-day climate (see Feichter et al. (1996) and references herein). DMS and SO2 are both oxidized by reaction with OH− during the day (not at night); a diurnally averaged concentration of OH− is applied during the daylight hours. This approach leads to some simplifications in the sulphur cycle (e.g. ignoring the depletion of H2O2); however, for this study uncertainties in the carbonaceous aerosol treatment are likely to be more important. For carbonaceous aerosols (BC and OC), the decay from their hydrophobic forms into their hydrophilic forms follows the simple approach of Cooke et al. (1999), assuming an e-folding decay-time of one day for the conversion. Particles containing black and organic carbon are assumed to exist as an internal mixture. All others are assumed to form externally mixed aerosols.

Prognostic aerosol species are transported by advection and sub-grid turbulent and convective mixing. Vertical advection is handled using a flux-corrected transport scheme (Van Leer, 1977), and horizontal advection follows a semi-Lagrangian scheme (McGregor, 1993). Parametrization of vertical turbulent mixing is based on the Louis (1979) stability-dependent mixing scheme. An additional non-local counter-gradient flux (Holtslag and Boville, 1993) is added when convective conditions occur. Vertical transport is based on the updraft mass flux and compensating subsidence from the convection scheme (Gregory and Rowntree, 1990).

Aerosols are removed from the atmosphere by wet and dry deposition. In-cloud and below-cloud wet-scavenging of aerosols are linked to precipitation processes in the stratiform-cloud microphysical scheme (Rotstayn, 1997; Rotstayn and Lohmann, 2002) and the convection scheme (Gregory and Rowntree, 1990). Dry deposition processes are based on Lohmann et al. (1999) for SO4, SO2 and carbonaceous aerosols. For dust, dry deposition and gravitational settling follows the formulation of Ginoux et al. (2001). Gravitational settling of carbonaceous aerosols and sulphate is ignored.

The radiation scheme treats direct and indirect aerosol radiative effects and includes SW effects from all aerosols as well as long wave effects of dust and volcanic aerosol (Rotstayn et al., 2007, 2011). Volcanic aerosols were set to zero for the purpose of this study. The first indirect aerosol effect is included in the cloud scheme of Mk3.6. Based on the number concentration of hydrophilic aerosols (A in m−3), i.e. sulfate, sea salt and hydrophilic carbonaceous aerosol, the cloud droplet number concentration of liquid-water clouds (Nd in m−3) is determined as follows (Jones et al., 1994):

\[
Nd = \max \left\{ 375 \times 10^6 \left(1 - e^{-2.5 \times 10^{-9} A}\right), N_{d_{\text{min}}} \right\},
\]

(1)

where \(N_{d_{\text{min}}} = 10 \times 10^6 \text{ m}^{-3}\). Further details can be found in Rotstayn et al. (2012).

The cloud effective radius \(R_e \text{ (in m)}\) is dependent on \(N_d\) and the cloud liquid water content \(L \text{ (in kg m}^{-2}\) (Rotstayn and Liu, 2003):

\[
R_e = \beta \left( \frac{3L}{4\pi \rho N_d} \right)^{\frac{1}{2}}
\]

(2)

where \(\rho\) is the density of liquid water and \(\beta\) the spectral shape factor. The parametrization of \(\beta\) follows an empirical relationship from Liu et al. (2008), accounting for variations in \(L\) and \(N_d\) \(\left(\beta = 0.07 \times (L/N_d)^{-0.14}\right)\) (Rotstayn et al., 2009).

We suppressed the second indirect aerosol effect by setting \(N_d\) to a constant value \(100 \times 10^6 \text{ m}^{-3}\) in the rain-formation parameterization in the stratiform cloud scheme (Rotstayn and Liu, 2005). The convection scheme (Gregory and Rowntree, 1990) only includes very simple microphysics, and convective rain formation is unaffected by aerosols.

2.2 Experimental design

We performed two pairs of runs, each pair consisting of an El Niño and a La Niña simulation. In order to isolate radiative impacts of Indonesian BB aerosols, state-of-the-art estimates of BB emissions (based on GFED3) are used in the Indonesian region (5.6° N–11.2° S, 96.6° E–150.9° E). In the El Niño simulations BB emissions from the Indonesian region are set to the year 1997 and for the La Niña simulations...
Table 1. Key characteristics of the experiments CLIM and AMIP.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Indonesian BB Emissions</th>
<th>Global SST fields</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLIM</td>
<td>1997 2000</td>
<td>Climatological</td>
</tr>
</tbody>
</table>

to the year 2000. For all other aerosol emissions (including BB emissions from regions other than Indonesia) both runs use year-2000 emissions from CMIP5. The BB emission estimate from CMIP5 for the year 2000 is representative for the decade 1997 to 2006 and deliberately does not try to resolve events such as El Niño (Lamarque et al., 2010).

For the first pair of runs (hereafter “CLIM”) climatological SSTs are used. Hence, SST forcing is identical in the El Niño and La Niña runs of CLIM. For the second pair of runs (hereafter “AMIP”) we use realistic SSTs for the year 1997 in the El Niño simulation and SSTs for the year 2000 in the La Niña simulation. The SST fields for the AMIP runs are taken from the Atmospheric Model Intercomparison Project (Hurrell et al., 2008).

A short summary of the most important characteristics of CLIM and AMIP is provided in Table 1.

In each experiment, we refer to the difference between the El Niño and the La Niña simulation as the forcing anomaly. In CLIM the meteorology is identical in all of the El Niño and La Niña simulations, so forcing anomalies are solely a result of ENSO-related variations in Indonesian BB emissions. In AMIP, the meteorology in the El Niño simulations differs from that in the La Niña simulations due to the SST forcing. Hence, in AMIP aerosol burdens are affected by ENSO-related circulation and rainfall anomalies as well as changes in emissions. Note that we used an approach that ensures the meteorology is unaffected by radiative effects of aerosols, so that in CLIM the El Niño and La Niña simulations evolve with identical circulations; see appendix for details.

Double calls to the SW radiation scheme were used to calculate the direct and first indirect effects as instantaneous forcings (Lohmann et al., 2010). Each simulation was repeated with a slightly different treatment of the double call to the SW radiation scheme, to enable calculation of the direct and indirect effects individually; details are given in the appendix.

For the CLIM simulation we ran the model for 11 yr, including a model spin-up time of one year. Except for the BB emissions from the Indonesian region, El Niño and La Niña runs were initialised with identical conditions. For the analysis we averaged over the ten years after the spin-up phase. For AMIP, we chose a longer spin-up time of 10 yr (1987–1996) to let soil moisture adjust to initial conditions, and used CMIP5 anthropogenic and BB aerosol emissions (Lamarque et al., 2010) from the year 2000 globally. From 1997 onwards the Indonesian aerosol emissions as well as global SST fields correspond to the years 1997 to 2006. We carried out five AMIP simulations, each initialised from a different atmospheric state in 1987, so the results presented for 1997 and 2000 each represent five-member ensemble averages. The simulated period in AMIP was extended to 2006 so that the model behaviour could be compared with satellite retrievals using averaged values over the El Niño events in 2002, 2004 and 2006 and the La Niña events in 2000, 2001 and 2005, respectively. Values based on the extended (post-2000) AMIP runs will be referred to as “AMIP*”.

3 Results and Discussion

3.1 Aerosol emissions and burdens

The amounts of the precursor gas SO₂ and carbonaceous aerosols (OC and BC) that were emitted from Indonesian fires in the El Niño year 1997 and the La Niña year 2000 differ substantially. While during the first half of the year emissions were similar in 1997 and 2000, emissions were much larger in 1997 during the months July to November. Table 2 summarizes annual and July–November averages of SO₂, OC and BC emissions from the El Niña and
La Niña simulation, averaged over the region 5.6° N–11.2° S, 96.6° E–150.9° E. (This region is plotted in Fig. 1, and hereafter we refer to it as the Indonesian region.) In terms of mass, OC emissions are much larger than those of SO$_2$ and BC.

Note that in these emissions many uncertainties are involved due to difficulties in estimating burned areas (Giglio et al., 2010), emission factors (Andreae and Merlet, 2001) or fuel combustion (van der Werf et al., 2010). As stated by van der Werf et al. (2010), the assessment of uncertainties is difficult due to the lack of sufficient ground truth data; a brief summary of (best-guess) uncertainties can be found in their Table 6. Another source of uncertainty is the omission of secondary organic aerosols, which is likely to contribute to an underestimate of aerosol emissions.

Table 2. Average annual and July–November emissions of SO$_2$, OC and BC (in Tg per month) from the Indonesian region (5.6° N–11.2° S, 96.6° E–150.9° E) for the El Niño (1997) and La Niña (2000) simulation of CLIM and AMIP.

<table>
<thead>
<tr>
<th></th>
<th>El Niño</th>
<th>La Niña</th>
</tr>
</thead>
<tbody>
<tr>
<td>annual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SO$_2$</td>
<td>1.42</td>
<td>0.03</td>
</tr>
<tr>
<td>OC</td>
<td>8.97</td>
<td>0.19</td>
</tr>
<tr>
<td>BC</td>
<td>1.13</td>
<td>0.02</td>
</tr>
</tbody>
</table>

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>July–November</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SO$_2$</td>
<td>1.35</td>
<td>0.02</td>
</tr>
<tr>
<td>OC</td>
<td>8.52</td>
<td>0.11</td>
</tr>
<tr>
<td>BC</td>
<td>1.07</td>
<td>0.01</td>
</tr>
</tbody>
</table>

The difference of the July to November average of the SO$_4$, OC and BC burdens between the El Niño and the La Niña simulation is shown in Fig. 2, from CLIM (left column) and AMIP (right column). In tune with the emissions, in both experiments aerosol loads are largest close to

---

**Fig. 2.** July to November average of the sulphate (SO$_4$), organic carbon (OC) and black carbon (BC) burden anomalies (El Niño minus La Niña) from the CLIM (left column) and the AMIP (right column) experiment.
the major burning regions over south Sumatra and Kalimantan, with a second but much smaller peak over the southwestern region of New Guinea. West of Sumatra over the eastern equatorial Indian Ocean aerosol burdens are substantially raised. However, Fig. 2 indicates that, despite identical emissions in CLIM and AMIP, aerosol loads in AMIP are generally larger and reach further out into the Indian Ocean. This becomes particularly obvious when comparing the panels illustrating the sulphate burdens (panels a and b). While in CLIM, anomalously high amounts of sulphate remain close to the dominating source regions of Sumatra and Borneo, in AMIP sulphate levels are raised over a region stretching from 60° E to 170° E. Carbonaceous aerosol burdens (OC and BC) are also enhanced, but not as strongly. The stronger enhancement of sulphate in AMIP occurs because it is scavenged by rainfall more efficiently than OC and BC; see discussion in Sect. 3.7.

In AMIP, additional regions appear with altered aerosol burdens, which seem not necessarily related to Indonesian biomass burning; this is explained in section 3.2.

3.2 SST-induced differences in the atmospheric circulation

In both of our experiments, anomalies in aerosol distribution in the atmosphere are initiated by an El Niño-related increase of BB aerosols from the Indonesian region. The amount of aerosols remaining in the atmosphere, however, is influenced not only by emission strengths, but also by the efficiency of aerosol removal (i.e. dry or wet deposition) and transport. Comparing the AMIP and CLIM experiments, the main differences are caused by differing rainfall and atmospheric circulation patterns induced by SST variations.

3.2.1 Rainfall patterns

Due to identical (climatological) SSTs in the CLIM experiment, the atmospheric circulation and rainfall remain unchanged in the El Niño and La Niña simulation. Hence, in the CLIM experiment the pattern of aerosol removal due to rainfall as well as the strength and direction of aerosol transport is the same in both years. This is, however, not the case in the AMIP experiment. Figure 3d shows the average rainfall anomaly (El Niño minus La Niña) of AMIP for the period July to November. Rainfall rates are substantially reduced not only in the Indonesian region. In the region
from 5° N and 10° S and 60° E and 165° E, rainfall is generally reduced by more than 6 mm day\(^{-1}\). Hence, in contrast to CLIM, regions with higher BB emissions coincided with anomalously dry conditions in the AMIP experiment. Therefore, besides a larger amount of aerosols emitted into the atmosphere, aerosol removal is less efficient, so that the lifetime of aerosols is increased during El Niño.

The impact of SSTs on rainfall is also visible outside Indonesia. Over parts of India, the Bay of Bengal and the South China Sea, for instance, a positive rainfall anomaly appears in the AMIP experiment. Increased wet-sieving of aerosols results in reduced aerosol burdens (see right column panels of Fig. 2) although by design of our experiments the emissions from these regions are equal in the El Niño and La Niña simulations. Similarly, there are positive aerosol anomalies due to small negative rainfall anomalies over China (an area with large aerosol emissions) and over the climatologically dry Arabian peninsula. Note that the scale used for Fig. 3d does not clearly show the small rainfall anomalies over China and the Arabian peninsula.

It is known that atmospheric GCMs generally have problems in simulating rainfall over highly-convective regions. Models often tend to be over-sensitive to SSTs, which can result in an overestimation (Kitoh and Arakawa, 1999; Wu et al., 2006; Martin and Schumacher, 2012) or underestimation (Neale and Slingo, 2003) of rainfall. The problems are likely to be more evident when considering the fine spatial detail over a region such as the Indonesian archipelago, or the diurnal cycle (Neale and Slingo, 2003; Yang and Slingo, 2001; Collier and Bowman, 2004).

We compared the AMIP rainfall to rainfall of corresponding years (1997 and 2000) from the Global Precipitation Climatology Project (GPCP) (Adler et al., 2003; Huffman et al., 2009). In the La Niña simulation of AMIP (not shown), the equatorial region (5° S to 5° N and 50° E to 180° E) appears on average about 2 mm day\(^{-1}\) too wet, which means that in the La Niña simulation of AMIP the already low aerosol burdens get removed very quickly. Conversely, India, Thailand and the Philippines (from 5° N to 20° N, and 70° E to 140° E) are on average about 2.9 mm day\(^{-1}\) too dry. The El Niño simulation of AMIP (Fig. 3, left column) is closer to the GPCP estimates than the La Niña simulation. Over the Indonesian region too wet patches alternate with too dry patches, so it is expected that the area-averaged rainfall during El Niño is modelled reasonably well.

Comparing the anomaly (El Niño minus La Niña) of rainfall from AMIP and GPCP (Fig. 3, right column), it is seen that in both datasets the dominating negative rainfall anomaly is located west of Sumatra in the equatorial Indian Ocean. The anomaly, however, appears stronger in AMIP. While the GPCP data suggests that in this region the difference between the El Niño and La Niña year lies between −6 and −12 mm day\(^{-1}\) during the specified months, the rainfall anomaly exceeds −12 mm day\(^{-1}\) in the AMIP experiment. The GPCP rainfall anomaly indicates that anomalously dry conditions were also present in the Philippines, Cambodia, Laos and Vietnam. In AMIP there is an anomaly of opposite sign, however, as those regions lie outside our study area this does not affect the results of this study.

To check these results, we repeated the comparison using observations from the Climate Prediction Center Merged Analysis of Precipitation (CMAP; Xie and Arkin, 1997). Comparing Fig. 4 with Fig. 3f, it is seen that broad pattern of the model bias is similar, with a rainfall anomaly that is too strongly concentrated in a narrow band along the equator. However, this feature appears less severe when data from CMAP are used, and the model’s excessive negative rainfall anomaly over Sumatra and Borneo is reduced in magnitude.

Average July to November rainfall over the Indonesian region is summarised in Table 3 for the model and observations. It is seen that the rainfall anomaly (third column) in AMIP is somewhat overestimated with respect to GPCP, but agrees well with CMAP. Careful inspection of Figs. 3f and 4 shows that relatively good agreement between the modelled and observed area-averaged rainfall anomaly occurs partly due to cancellation of errors of opposite sign in different parts of the Indonesian region. In particular, a positive bias over the ocean north of New Guinea partly offsets the negative bias over Sumatra and Borneo.

Although it is difficult to be precise, these points suggest that the rainfall biases in the model contribute to a modest
overestimate of the AOD and radiative forcing anomalies. The overly strong rainfall anomaly in AMIP occurs mainly over the strong emission source regions of Sumatra and Borneo, implying an overestimate of the ENSO-induced change in wet scavenging of aerosols. However, the bias occurs mainly in the La Niña simulation, when aerosol emissions are low (Table 2), and this will reduce the effect of the rainfall bias. Rainfall during the high-emission phase (El Niño) is simulated much better. More generally, the ENSO-related rainfall anomaly is too strongly concentrated in a narrow band along the equator, and this will affect the simulated spatial pattern of the radiative forcing anomalies. Note, however, that the lack of secondary organic aerosols in the GFED3 emission estimates contributes to an underestimation of AODs (see Sect. 3.3); this exerts an impact on AOD and radiative forcing anomalies of opposite sign (see Sects. 3.3 and 3.8 for more details).

3.2.2 Wind patterns

Figure 5a shows the mean July to November 850 hPa wind fields that apply for both the El Niño and La Niña simulation of CLIM. In the entire Indonesian region easterly winds prevail with stronger winds south of the equator. CLIM wind fields are similar to the La Niña situation in AMIP; the latter indicates slightly weaker winds over the equatorial Indian Ocean and somewhat stronger winds east of New Guinea (not shown).

Figure 5b shows the 850 hPa wind anomaly (El Niño minus La Niña) from the AMIP simulation, averaged over the months July to November. There are mainly two regions in which wind changes affecting the Indonesian region become apparent. In the El Niño simulation, stronger easterly winds form west of about 120° E so that air masses from the main islands Sumatra and Borneo are directed away from Indonesia into the Indian Ocean. East of 150° E the wind anomaly indicates westerly winds, resulting from weaker easterly winds during El Niño through a weakening of the Walker Circulation. Here, the aerosol transport would be reduced.

Since the La Niña simulation in AMIP has similar winds to CLIM, wind fields in the El Niño simulations show distinct differences in AMIP and CLIM. In regions west of 120° E, easterly winds were much stronger in AMIP, so that in CLIM aerosols are likely to be much less efficiently transported away from the burning regions.

A very similar conclusion was drawn by Heil et al. (2007) who compared analysed wind fields during an ENSO-neutral year (1996) and the El Niño year 1997 in an air-quality study. Although our CLIM simulation exhibits a weaker southerly wind component, the general features of the 1996 wind fields (see their Fig. 5) correspond to our climatological simulation. The wind patterns during the dry season in 1997 resemble the El Niño simulation of AMIP (not shown), and are also in agreement with the October reanalysed wind field in 1997 shown by Parameswaran et al. (2004). Heil et al. (2007) stated that the more pronounced (south-)easterly winds associated with El Niño contributed to the increased spatial expansion of the smoke haze layer in 1997, while under ENSO-neutral conditions the aerosol layer is confined much more to the source regions. This is in agreement with our findings.

3.3 Aerosol optical depths

The anomaly of the clear-sky aerosol optical depths (AODs) averaged for the period July to November are presented in Fig. 6. As a result of differing aerosol distributions, the AODs in CLIM and AMIP vary markedly. As in CLIM, the source of the BB aerosols is clearly visible, showing positive anomalies over the main burning regions and in the eastern Indian Ocean. In AMIP, however, the AOD anomaly is substantially larger and stretches further to the west into the Indian Ocean. As a result, during El Niño AODs are raised from 60° E through to about 150° E. Enhanced AODs are also visible south of the Arabian Peninsula and the Northern Arabian Sea, which are not a result of Indonesian BB. Rather, dust particles that are advected from the African continent as well as rainfall-related higher SO$_4$ loads in 1997 lead to increases in the AODs (see Sects. 3.1 and 3.2).

We compared CLIM and AMIP clear-sky AODs at 550 nm with satellite-derived AODs from the sensors MODIS.
The direct radiative forcing anomaly for the Indonesian region, defined as the difference between 1997 and 2000 conditions, is shown on a monthly basis in Fig. 8. In both experiments, substantial radiation anomalies are present in the months July through to November. Despite the fact that the injected aerosol emissions are identical in CLIM and AMIP, the radiative impact of increased BB aerosols is larger in the AMIP experiment.

In AMIP, the strongest difference between the El Niño and La Niña simulation occurs in September: at the surface anomalies amount to $-15 \text{ Wm}^{-2}$ while at the same time the top of atmosphere (TOA) radiation is reduced by $3 \text{ Wm}^{-2}$. In CLIM, the magnitude of the direct forcing anomaly peaks in October with about $-9 \text{ Wm}^{-2}$ at the surface and around $-2 \text{ Wm}^{-2}$ at the TOA. During the entire burning period, CLIM direct forcing anomalies remain weaker than the anomalies in AMIP. The larger difference between the radiative forcing at the surface and the TOA in the AMIP experiment indicates that stronger atmospheric heating due to aerosol absorption also takes place in the AMIP experiment.

Figure 9 shows the CLIM (panel a) and AMIP (panel b) direct forcing anomaly at the surface, averaged over the months July to November. Panel c of Fig. 9 illustrates the difference between panel b and panel a (AMIP minus CLIM).

While the largest radiative perturbations occur close to the source regions, El Niño-related aerosol emissions spread out and reduce surface radiation in much of the Indian Ocean.

Several factors are likely to contribute to an underestimation of modelled AODs. One major point is that the formation of aerosols due to gas-to-particle formation is not taken into account for the emission estimates of GFED. Secondary organic aerosols (SOAs) can contribute substantially to the amount of regional aerosol loads. Grieshop et al. (2009) and Iinuma et al. (2010), for instance, stated that SOAs may increase aerosol burdens by a factor of 1.5 to 2.8. In addition, van der Werf et al. (2010) stated that the emission estimates are likely to be too low due to uncertainties in burned area estimates. It is possible to use inverse modelling combined with satellite-retrieved AODs to estimate emissions (Zhang et al., 2005), although this would be beyond the scope of our study.

Another factor that may influence AODs is the tendency of our model to overestimate rainfall in the equatorial region. As previously discussed in Sect.3.2.1, this is more pronounced for the La Niña simulations.

The tendency of our model to underestimate AODs is associated with an underestimate of scattering and absorption of solar radiation so that the diagnosed magnitude of aerosol direct radiative forcing is likely to be too low. The same does not necessarily follow for the indirect aerosol effect as this strongly depends on the model parametrization for cloud droplet number concentration.

3.4 Anomalies in the direct aerosol forcing
Fig. 7. Aerosol optical depths (AODs) at 550 nm of CLIM (grey), AMIP (black, solid line) and AMIP* (black, dashed line) representing average (a) El Niño and (b) La Niña conditions over the Indonesian region (5.6° N–11.2° S, 96.6° E–150.9° E) in comparison with MODIS (blue triangle) and MISR (green circle) measurements. AODs from the CLIM and AMIP experiment simulate the year-1997 El Niño and the year-2000 La Niña. The satellite retrievals MODIS and MISR are from the El Niño years 2002, 2004 and 2006 and the La Niña years 2000, 2001 and 2005, respectively. AMIP* represents monthly mean AODs based on the same years as the satellite data.

Fig. 8. Direct forcing anomaly (El Niño minus La Niña) for the Indonesian region (5.6° N–11.2° S, 96.6° E–150.9° E) at the top of atmosphere (dashed) and the surface (solid) from the CLIM (grey) and AMIP (black) experiment.

and parts in the western equatorial Pacific. In both experiments, perturbations are strongest west of Sumatra in the eastern equatorial Indian Ocean. In the AMIP simulation, however, the radiative impact is substantially enhanced both in strength and spatial extent (Fig. 9c). In the eastern Indian Ocean, for instance, the area in which surface radiation is reduced by more than 10 W m⁻² extends further to the west and south. In a large area the magnitude of the forcing anomaly is at least 10 W m⁻² stronger. AMIP also shows amplified direct forcing anomalies east of the main burning regions into the equatorial Pacific.

Although AMIP direct forcing anomalies are generally stronger, Fig. 9c indicates that close to the main source

Fig. 9. Average July–November direct forcing anomaly (El Niño minus La Niña) from (a) the CLIM and (b) AMIP experiment and (c) the difference between AMIP and CLIM.
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regions (i.e., southern Sumatra and Kalimantan), there are small areas where the direct forcing anomaly is stronger in CLIM. This is most likely caused by a weaker horizontal transport from the main emission regions in CLIM (see Sect. 3.2.2).

The direct forcing anomaly at the TOA (left column of Fig. 10) is generally weaker, but shows a very similar pattern to the surface forcing anomaly displayed in Fig. 9. This is true for both CLIM and AMIP. The areas with strongest forcing anomalies (exceeding $-8 \text{ Wm}^{-2}$) occur over the main emission regions. Over much of the Indian Ocean a weaker anomaly ($-1 \text{ Wm}^{-2}$ to $-2 \text{ Wm}^{-2}$) occurs. An area of similar strength is also present in the eastern equatorial Pacific in the AMIP experiment, which does not appear in CLIM. As a result of increased low cloudiness south of Sumatra in the El Niño simulation of AMIP, BC absorption becomes apparent in a short tongue with a positive forcing anomaly of up to $2 \text{ Wm}^{-2}$. The increase of low cloudiness is caused by a more stable boundary layer over anomalously cool SST, associated with the strong positive Indian Ocean Dipole event that occurred in 1997.

An experiment comparable to CLIM for the direct forcing anomaly can be found in Tosca et al. (2010). They give estimates from the same years (1997 minus 2000) based on a background of climatological conditions, but for a slightly smaller region ($5^\circ$N–$5^\circ$S, 90$^\circ$E–120$^\circ$E). Tosca et al. found that during August to October, SW radiation at the surface was reduced by about $19 \text{ Wm}^{-2}$, and nearly zero at the TOA (see their Fig. 3). For the same region and time period, the direct forcing anomaly from the CLIM experiment was similar, both at the surface and TOA ($-17 \text{ Wm}^{-2}$ and $-3 \text{ Wm}^{-2}$, respectively). Note that when the influence of ENSO is considered in AMIP, radiative forcing in the same region becomes significantly enhanced ($-30 \text{ Wm}^{-2}$ at the surface and $-5 \text{ Wm}^{-2}$ at TOA). Tosca et al. noted that their model substantially underestimated fire-induced changes in AOD, and thus the likely magnitude of climatic feedbacks. Our results suggest that this was partly because they used a background of climatological conditions, which did not attempt to capture ENSO-related changes in large-scale circulation.

We also performed a comparison using other studies that looked into the direct radiative effect from the 1997 fires. Note that for this purpose we used actual numbers of the El Niño simulation instead of the forcing anomaly. Duncan et al. (2003) showed October-average direct radiative forcing estimates for the surface derived from an atmospheric chemistry model, considering carbonaceous aerosols only. However, they utilized a rather coarse scale for presenting
their results, so it is difficult to be precise. Comparison with their Figure 20 suggests that CLIM and AMIP give roughly comparable estimates to theirs, both in extent and in magnitude. A better comparison can be achieved with Rajeev et al. (2008), who presented direct forcing estimates derived from satellite retrievals (their Fig. 1). Their results suggest that the spatial extent of the radiative perturbations is captured much better in the AMIP simulation than in CLIM. Although the magnitude is lower in both of our experiments (possibly for the reasons stated in Sect. 3.3), estimates from AMIP seem more realistic than from CLIM.

3.5 Anomalies in the indirect aerosol forcing

The impact of increased aerosol loads during El Niño can also be seen for the indirect forcing. Figure 11 shows the anomalies of indirect forcing within the Indonesian region that are caused by aerosol-induced cloud-albedo changes. In both experiments, the magnitude of the forcing anomalies at the surface and the TOA are of similar strength. Similar to the direct forcing, the impact of increased aerosol burdens on indirect forcing is amplified in AMIP, but with a less dramatic effect on the surface radiation budget over Indonesia. In CLIM, altered cloud properties cause a radiation reduction, mostly evident between June to November. The strongest forcing (~1 Wm$^{-2}$) occurs in September. In AMIP, the indirect forcing anomalies are present throughout the year. In tune with a positive rainfall anomaly of about 0.5 mm day$^{-1}$ during the months February and March (not shown), AMIP indirect forcing anomalies are slightly positive during this period. In the remaining months, indirect forcing anomaly is negative, with a steep decrease from July down to ~2.7 Wm$^{-2}$ in September and October. This again gives a stronger radiative forcing than in CLIM.

The right column of Fig. 10 shows the TOA indirect forcing anomaly of CLIM, AMIP and the difference of AMIP and CLIM (panels d–f, respectively). Note that the indirect forcing anomaly at the surface looks very similar (not shown). In both CLIM and AMIP, the areas with the largest indirect forcing anomalies are located over and close to the main emission regions. The perturbations in AMIP are throughout stronger than in CLIM, reaching ~4 to ~8 Wm$^{-2}$ and ~2 to ~4 Wm$^{-2}$, respectively. Although of comparable strength and spatial scale, the pattern of the indirect radiative perturbations differs slightly from the direct forcing anomaly presented in Fig. 10. Areas in which the amplification of the forcing is evident stretch in a rather narrow band from the Indian Ocean across the Indonesian region towards the western Pacific (see Fig. 10f). Unlike the direct forcing anomaly (panel c), in which stronger forcing is mostly apparent west of 110° E, the differences in the indirect forcing are of almost equal strength throughout the entire region.

The pattern of the indirect forcing anomaly resembles the rainfall anomaly in the corresponding period (Fig. 3d), indicating a strong influence of the rainfall on the indirect forcing anomaly. This will be discussed in more detail in the following sections. As previously mentioned, the rainfall anomaly in the model is too strongly concentrated in a narrow band along the equator, and this is likely reflected in the spatial pattern of the indirect forcing anomaly seen in Fig. 10f.

3.6 Aerosol-induced cloud property changes

The indirect forcing results from aerosol-induced cloud property changes. This is discussed in this subsection.
3.6.1 Cloud droplet numbers

The cloud droplet number concentration ($N_d$) is dependent on the concentration of hydrophilic aerosols, as they are assumed to act as cloud condensation nuclei (Eq. 1). Monthly $N_d$ anomalies for the CLIM (dashed) and AMIP (solid) experiments are shown in Fig. 12 together with corresponding SO$_4$ burdens as a surrogate for hydrophilic aerosols in the Indonesian region. In CLIM, the $N_d$ anomaly mainly reflects the raised biomass-burning emissions from fires during El Niño. The number of cloud droplets increases slightly in June and reaches its highest anomaly in September and October with about 40 droplets per cm$^3$. In AMIP, the $N_d$ anomaly shows different behaviour, with a rapid increase after June. During August and September, the $N_d$ anomaly in AMIP exceeds 100 droplets per cm$^3$.

The much stronger increase of $N_d$ after June in AMIP can be attributed to the dependence of the number of cloud droplets on the concentration of hydrophilic aerosols (Eq. 1). Sulphate and the hydrophilic forms of BC and OC are efficiently scavenged by rainfall (Rotstayn and Lohmann, 2002), the latter ones to a slightly lesser degree. In the El Niño simulation of the Indonesian region experiences a sharp decrease of rainfall between June (5.6 mm d$^{-1}$) and July (3.4 mm d$^{-1}$). A negative rainfall anomaly from July onwards in 1997 exerts a strong positive feedback on the number of cloud droplets.

3.6.2 Cloud droplet sizes

Figure 13 shows the monthly anomaly in cloud droplet effective radii ($R_e$) as a function of the $N_d$ anomaly from the CLIM (grey) and AMIP (black) experiments. The data points are highly correlated, both in CLIM ($r = -0.99$) and AMIP ($r = -0.98$). In CLIM, the rather minor increase in cloud droplets results in a similarly small decrease in the size of the cloud droplets with a maximum decrease of 0.6 µm. As the response in the number of cloud droplets is larger in AMIP, the size decrease of cloud droplets is likewise more pronounced. As a consequence of a larger number of smaller cloud droplets in AMIP, the cloud albedo increases so that more solar radiation is reflected back to space than in CLIM (see Sect. 3.5).

Based on estimates from CERES (Clouds and Earth’s Radiant Energy System) (Minnis et al., 2011; Wielicki et al., 1996) and MODIS (King et al., 2003), we performed a comparison with $R_e$ estimates suggested by our model results. Both datasets are based on (daytime) Terra-MODIS satellite retrievals but are processed differently. As in the AOD comparison above, we used available data covering the years 2002, 2004 and 2006 and 2000 (February to December), 2001 and 2005 for El Niño and La Niña, respectively, and completed the analysis by including $R_e$ from the extended AMIP run (AMIP$^a$), representing an average over the same El Niño and La Niña years as for the satellite data.

Average July–November $R_e$ for the Indonesian region are presented in Table 4 for all datasets. Generally, modelled $R_e$ are smaller than measured cloud droplet sizes from MODIS and CERES, while $R_e$ estimated from MODIS are larger than from CERES. A likely explanation for the smaller values of $R_e$ in the model is that drizzle and raindrops are not included in the calculation of $R_e$ (or radiative transfer) in the model. In common with many other GCMs, the cloud scheme in Mk3.6 uses the “autoconversion” approach, which represents the conversion of cloud droplets to precipitating drops, and the latter are assumed to rapidly fall out of the atmosphere. In contrast, the MODIS retrievals do include the effects of drizzle droplets (e.g., Suzuki et al., 2010), and these will tend to increase the retrieved droplet sizes in CERES and MODIS. The general disagreement between $R_e$ estimates from CERES and MODIS has been discussed previously by Minnis et al. (2011). They concluded that the use of different channels, i.e. 2.1 µm in MODIS and 3.8 µm in CERES, caused a detection of larger cloud droplets in MODIS, as the vertical sampling of cloud droplets went deeper into the cloud using smaller wavelengths (Platnick, 2000). Minnis et al. (2011) also pointed out that the largest discrepancies between MODIS and CERES were present over tropical marine areas, which includes the broader Indonesian region. Note that, as stated by Minnis et al. (2011), these results suggest that smaller droplets are generally located at the cloud top, which differs from the typical adiabatic profile of non-precipitating clouds, but more research is needed to determine if the effect is real.

The average anomaly of $R_e$ during the months July to November is much larger in AMIP than seen in the other datasets (rightmost column in Table 4). In contrast, the
Table 4. Average July–November cloud droplet effective radius ($R_e$ in \(\mu\)m) in the Indonesian region region (5.6°N–11.2°S, 96.6°E–150.9°E) from CERES and MODIS (satellite retrievals are grey shaded) and the model experiments CLIM, AMIP and AMIP* for El Niño and La Niña conditions as well as the corresponding $R_e$ anomaly (El Niño minus La Niña). For CERES, MODIS and AMIP* El Niño represents the average of the years 2002, 2004 and 2006, and La Niña of 2000, 2001 and 2005. CLIM and AMIP represent the El Niño of 1997 and the La Niña of 2000.

<table>
<thead>
<tr>
<th></th>
<th>El Niño</th>
<th>La Niña</th>
<th>anomaly</th>
</tr>
</thead>
<tbody>
<tr>
<td>CERES</td>
<td>12.8</td>
<td>13.1</td>
<td>−0.3</td>
</tr>
<tr>
<td>MODIS</td>
<td>16.3</td>
<td>17.0</td>
<td>−0.7</td>
</tr>
<tr>
<td>CLIM</td>
<td>10.1</td>
<td>10.6</td>
<td>−0.4</td>
</tr>
<tr>
<td>AMIP</td>
<td>9.3</td>
<td>10.9</td>
<td>−1.6</td>
</tr>
<tr>
<td>AMIP*</td>
<td>10.0</td>
<td>10.8</td>
<td>−0.7</td>
</tr>
</tbody>
</table>
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Fig. 14. Comparison of the monthly cloud effective radius ($R_e$) anomaly (El Niño minus La Niña) within the Indonesian region (5.6°N–11.2°S, 96.6°E–150.9°E) from the AMIP (black, solid), AMIP* (black, dashed) and CLIM (grey) experiment with satellite retrievals from MODIS (blue) and CERES (green). The anomaly of AMIP and CLIM are based on the El Niño and La Niña years 1997 and 2000, respectively. The anomalies of the satellite retrievals as well as of AMIP* are based on the El Niño years 2002, 2004 and 2006 and the La Niña years 2000, 2001 and 2005.

The anomaly of AMIP* is of the same magnitude as MODIS. The average change in $R_e$ in the CLIM experiment appears to be fairly small and comparable to CERES. Since the satellite retrievals and AMIP* are based on weaker El Niño events, the strong anomaly in AMIP is likely to be a result from high emissions during the very strong El Niño event in 1997 rather than a bias in the model. Consequently, the $R_e$ anomaly in the CLIM experiment is likely to represent an underestimate.

The temporal development of the $R_e$ anomalies (El Niño minus La Niña) is presented in Fig. 14. All of the above datasets have a distinct negative $R_e$ anomaly throughout the dry period. In agreement with Table 4, the maximum $R_e$ decrease in CLIM (0.6 \(\mu\)m) is smaller than that from MODIS (1.2 \(\mu\)m), but larger than that from CERES (0.5 \(\mu\)m). The response in $R_e$ seen in AMIP exceeds anomalies suggested by CERES and MODIS throughout the drier period July to November and exhibits a largest decrease of 1.9 \(\mu\)m. However, the $R_e$ anomalies from AMIP*, which are based on identical time periods as CERES and MODIS, agree fairly well with the satellite observations. Keeping in mind that the 1997 event was extraordinarily strong, the behaviour of $R_e$ changes and consequently changes in the first indirect forcing given by our model seem to be reasonable.

3.7 Quantifying the influence of rainfall

Visual comparison of Fig. 3d with Fig. 10c and f suggests that changes responsible for the indirect forcing anomaly are spatially more strongly dependent on variations in rainfall patterns than seen for the direct forcing. To verify this, we calculated pattern correlations based on the difference between the AMIP and CLIM anomalies (AMIP anomaly minus CLIM anomaly) for the period July to November, within the region as shown in Fig. 3. Note that rainfall represents the AMIP rainfall anomaly only as rainfall rates are identical in CLIM’s El Niño and La Niña simulations.

The strong spatial relationship between rainfall anomalies and the enhancement of radiative forcing is reflected by the pattern correlations presented in Table 5. Precipitation is most strongly correlated with $N_d$ ($r = −0.67$); a slightly weaker correlation is found for sulphate aerosols ($r = −0.62$), which is most likely a result of the positive correlation between rainfall and the liquid-water path ($r = 0.44$; not included in Table 5). Increasing rainfall tends to be associated with more liquid-water clouds, and in-cloud oxidation of SO$_2$ is the main source of SO$_4$ in the model (Rotstayn and Lohmann, 2002). The impact of precipitation on OC burdens is weaker ($r = −0.49$) as it covers both its hydrophobic and hydrophilic forms. We expect, however, that the correlation of rainfall with hydrophilic OC approximates the correlation to SO$_4$ (although we do not have data to verify this). Taking sulphate aerosol as a surrogate for hydrophilic aerosols, the pattern correlations of SO$_4$ with $N_d$ and $R_e$ ($r = 0.78$ and $−0.67$, respectively) indicate that the spatial distribution of hydrophilic aerosols strongly influences the number of cloud droplets and corresponding droplet sizes. OC is a much weaker predictor ($0.65$ and $−0.51$, respectively). As expected, the correlation between $N_d$ and $R_e$ is strong with $r = −0.69$, and so is the correlation between precipitation and $R_e$ ($r = −0.61$).

The rainfall pattern correlates weakly with the aerosol optical depth ($\tau_{550}$) ($r = −0.28$). The correlation is somewhat stronger for the small particle aerosol optical depth $\tau_{sp}$ as it excludes dust and sea salt. As explained in Sect. 2.1, the latter is not treated prognostically in the model but is diagnosed solely as a function of wind speed, so it is not expected to correlate with rainfall.

The rather weak correlation of the rainfall anomaly with AODs ($\tau_{550}$ and $\tau_{sp}$) is probably caused by an increase of relative humidity associated with more cloud and higher rainfall
rates. Increasing relative humidity tends to increase AODs and counteracts the AOD reduction due to rainfall-induced aerosol removal. Higher SO$_4$ and OC burdens, however, correlate strongly with aerosol optical depths ($r = 0.77$ and 0.76 for $\tau_{550}$, and 0.77 and 0.90 for $\tau_{sp}$).

In summary, the rainfall anomalies exert a strong effect on indirect forcing via their influence on hydrophilic aerosols, which in turn affect $N_d$ and $R_e$. The effect on direct forcing is weaker, because increased rainfall is associated with increased relative humidity, which tends to increase AOD.

### 3.8 Uncertainties and limitations

Possibly the largest uncertainties in our study concern (1) emissions of SOA in the GFED3 inventory, and (2) biases in the ENSO-related rainfall anomaly in the model.

Secondary organic aerosols are not included in the GFED emission estimates; this is likely to contribute to the underestimate of AODs as seen in the comparison with observed AODs in El Niño and La Niña conditions (Fig. 7). An underestimate of AODs is likely to cause an underestimate of forcing anomalies.

An impact of opposite sign is expected to arise from the ENSO-related rainfall anomaly in the AMIP experiment. The rainfall anomaly is too strongly concentrated in a narrow band along the equator. This probably contributes to a modest overestimate of the AOD and radiative forcing anomalies in AMIP, as well as a bias in the spatial patterns (Sect. 3.2.1). The bias occurs mainly in the La Niña simulation, when aerosol emissions are low, and this will tend to reduce the effect of the rainfall bias. As discussed in Sect. 3.7, anomalies in the indirect aerosol effect in AMIP are strongly influenced by rainfall anomalies, so the indirect effect will be more affected than the direct effect.

Other uncertainties arise from the design of our model experiments and model parameterisations.

The experiments performed for this study are idealised, in the sense that we concentrated on the direct and indirect radiative impact that appears instantaneously due to the presence of aerosols. By design, feedbacks of the aerosol radiative effects on the meteorology are not treated (see Sect. 2.2 and appendix). This includes the influence on the atmospheric circulation due to surface cooling and atmospheric heating.

As SSTs used for the AMIP experiment are derived from observations (Hurrell et al., 2008), possible cooling effects on SSTs due to aerosol forcing (Rajeev et al., 2008) are in principle resolved by the AMIP simulations. Owing to the experimental set-up, however, circulation changes due to atmospheric heating caused by BC aerosols were not considered. These could involve stabilisation of the atmosphere (Fan et al., 2008) or locally increase vertical upward motion (Ott et al., 2010; Koch and Del Genio, 2010).

The impact of aerosols on precipitation is also disregarded in this study. There is evidence, however, that Indonesian biomass-burning aerosols suppress precipitation to some degree (Graf et al., 2009; Langmann, 2007). Thus a positive feedback on the increase of aerosols can possibly be expected.

As in many GCMs, the treatment of aerosols has some limitations. Carbonaceous aerosols are converted from their hydrophobic into a hydrophilic state via a fixed e-folding time instead of responding to varying conditions. We also assumed that the emissions of black and organic carbonaceous aerosols are hydrophilic with a specified fraction rather than being particle size-dependent. As noted in Sect. 2.1, we used prescribed oxidants using a monthly-mean average representative for the modern-day climate. The 1997 fires, however, impacted OH$^-$ and O$_3$ levels, leading to changes of opposite signs (Duncan et al., 2003). Hence, our simplified treatment of oxidants in the sulphur cycle may lead to biased sulphate burdens.

Moreover, the response in cloud droplets and hence in the indirect radiative forcing presented here are likely to be sensitive to the particular scheme we used for the parametrisation of cloud droplet number concentration. The cloud droplet number concentration in the stratiform-cloud scheme is determined as an empirical function of aerosol mass, which neglects much of the subtle physics and chemistry involved in cloud droplet nucleation (Lance et al., 2004).

### 3.9 Key findings

The key new findings in our study relate to (1) inclusion of indirect effects in our estimates of the radiative forcing of Indonesian BB aerosols, and (2) demonstration that the effects of ENSO-related meteorological changes are comparable to, or possibly larger than, the effects of changes in emissions.

Our results presented in the previous subsections showed that for both the direct and the indirect effects, radiative forcing is enhanced when ENSO-related rainfall and circulation
Table 6. Direct radiative forcing from the El Niño and La Niña simulations of CLIM and AMIP averaged over the months July - November, as well as the direct and indirect radiative forcing anomaly. Direct and indirect forcing values (in Wm$^{-2}$) are presented for the surface (surf) and top of atmosphere (TOA) as regional average for the Indonesian region (Indon, (5.6°N–11.2°S, 96.6°E–150.9°E)) and a extended region referred to as the Extended Indonesian region (ExtIndon, (11.2°N–11.2°S, 60°E–160°E)).

<table>
<thead>
<tr>
<th></th>
<th>surf</th>
<th>ExtIndon</th>
<th>TOA</th>
<th>Indon</th>
<th>ExtIndon</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLIM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>El Niño</td>
<td>−9.3</td>
<td>−6.9</td>
<td>−3.2</td>
<td>−2.6</td>
<td></td>
</tr>
<tr>
<td>La Niña</td>
<td>−4.0</td>
<td>−3.6</td>
<td>−2.2</td>
<td>−2.0</td>
<td></td>
</tr>
<tr>
<td>anomaly</td>
<td>−5.3</td>
<td>−3.3</td>
<td>−1.0</td>
<td>−0.6</td>
<td></td>
</tr>
<tr>
<td>AMIP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>El Niño</td>
<td>−13.0</td>
<td>−9.8</td>
<td>−3.9</td>
<td>−3.3</td>
<td></td>
</tr>
<tr>
<td>La Niña</td>
<td>−3.9</td>
<td>−3.5</td>
<td>−2.1</td>
<td>−1.9</td>
<td></td>
</tr>
<tr>
<td>anomaly</td>
<td>−9.1</td>
<td>−6.3</td>
<td>−1.8</td>
<td>−1.4</td>
<td></td>
</tr>
<tr>
<td>Indirect Forcing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CLIM</td>
<td>anomaly</td>
<td>−0.7</td>
<td>−0.6</td>
<td>−0.6</td>
<td>−0.5</td>
</tr>
<tr>
<td>AMIP</td>
<td>anomaly</td>
<td>−2.2</td>
<td>−1.6</td>
<td>−2.0</td>
<td>−1.4</td>
</tr>
</tbody>
</table>

anomalies are considered in simulating the distribution of Indonesian BB aerosols. The characteristics and strength of the ENSO-related impact, however, are different for the direct and indirect forcing. We elaborate on this using Table 6, which summarizes the direct and indirect forcing anomalies (El Niño minus La Niña) for the Indonesian region, averaged over the high-emission months July to November. The table also includes corresponding forcing values for an expanded region covering much of the Indian Ocean (11.2°N–11.2°S, 60°E–160°E), as well as the direct forcing estimates from the El Niño and La Niña simulations individually. Note that for the indirect forcing only the anomaly is physically meaningful (see the appendix); hence, indirect forcing estimates for the El Niño and La Niña simulations are not included in Table 6.

For the direct forcing, the effects of SST perturbations are comparable to the effects of emission changes, both at TOA and the surface. The difference between the direct radiative forcing anomalies in the Indonesian region from the AMIP experiment (−9 Wm$^{-2}$ at the surface and −2 Wm$^{-2}$ at TOA) and corresponding values from CLIM (−5 Wm$^{-2}$ and −1 Wm$^{-2}$, respectively) indicates an overall strengthening of the radiative impact of 4 Wm$^{-2}$ at the surface and 1 Wm$^{-2}$ at TOA in AMIP (see Table 6). Those values are of similar magnitude as the radiative forcing anomalies resulting from emission anomalies only (CLIM).

The impact of SSTs on the magnitude of the indirect radiative forcing exceeds the impact from emission changes. In the months July to November the indirect forcing anomaly in the Indonesian region is −0.7 Wm$^{-2}$ at the surface and −0.6 Wm$^{-2}$ at TOA in CLIM, whilst in AMIP estimates are respectively −2.2 Wm$^{-2}$ and −2.0 Wm$^{-2}$ (see Table 6). Thus, in our experiment the indirect forcing anomaly is approximately tripled when the meteorological changes associated with ENSO are considered.

Our results suggest that the different behaviour of direct and indirect effects is likely to arise from the impact of rainfall anomalies on hydrophilic aerosols (see Sect. 3.7). While the strengthening of the direct forcing is directly linked to the amounts of the sum of hydrophilic and hydrophobic aerosols, changes in the indirect forcing are solely dependent on changes in the amount of hydrophilic aerosols. Hence, as only hydrophilic aerosols are effectively removed from the atmosphere by rain, anomalies in rainfall are reflected more strongly in the indirect forcing.

Sections 3.4 and 3.5 indicated that the ENSO-related impact on the direct and indirect forcing was not limited to the source regions as aerosols got advected westwards (Sect. 3.2.2), spreading over much of the Indian Ocean. As the rainfall anomalies were also a larger-scale phenomena (Sect. 3.2.1), the stronger enhancement of the indirect forcing (relative to the direct forcing) is also evident over a much broader region (see ExtIndon in Table 6).

4 Summary and conclusions

There have been several attempts to estimate the direct radiative impact of Indonesian BB aerosols during El Niño events. Some studies, however, considered and some disregarded that aerosol transport and removal are changed during ENSO events due to altered atmospheric circulation patterns. It has been shown, however, that ENSO-related conditions considerably influence aerosol burdens (Heil et al., 2007), and hence possibly the radiative forcing from Indonesian BB aerosols. The present study investigates the effect of meteorological changes driven by ENSO-related SST anomalies on radiative forcing from Indonesian BB aerosols. We present for the first time estimates for the first indirect aerosol effect, and find that at TOA it is of comparable magnitude to the direct effect.

Two pairs of runs were performed using the CSIRO-Mk3.6 GCM, each pair consisting of an El Niño and a La Niña simulation. One experiment (CLIM) was driven by climatological SSTS, so that SSTS and hence meteorological conditions were identical in the El Niño and La Niña simulations. The other pair of runs (AMIP) were forced by realistic SSTS that included SST variations associated with ENSO so that atmospheric circulation patterns were different, corresponding to El Niño and La Niña conditions. In both CLIM and AMIP, the difference between the El Niño and the La Niña simulation gives radiative forcing anomalies that depend on the differing fire emission strengths of the years 1997 and 2000.
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respectively. Only in the case of AMIP, SST-induced meteorological changes are also considered.

We found that the magnitude and extent of the radiative perturbations are substantially changed due to the impact of ENSO-related SST anomalies, both for the direct and the first indirect aerosol effect. For the first indirect effect, the influence of SST-induced changes in rainfall and circulation exceeds that of changes in emissions. For the direct aerosol forcing, the influence of changes in SSTs and emissions are of comparable magnitude.

Averaged over the Indonesian region (5.6°N–11.2°S, 96.6°E–150.9°E) and for the months July to November, in which BB emissions were strongest, we computed a direct forcing anomaly of −9 W m⁻² at the surface and −2 W m⁻² at TOA in AMIP, while the estimated values in CLIM were smaller (−5 W m⁻² and −1 W m⁻², respectively). The maximum difference between both experiments occurred in September, with a monthly average of −9 W m⁻² in CLIM and −15 W m⁻² in AMIP. Although somewhat smaller in magnitude, the amplification of the direct forcing anomalies is noticeable within a much broader area.

The stronger direct impact in AMIP is due to the coincidence of intense BB emissions during El Niño and an SST-induced negative rainfall anomaly. Drier conditions favour an increase of aerosol burdens in the atmosphere due to reduced wet-scavenging, so that in the Indonesian region more aerosols accumulate. Simultaneously, a change in the wind patterns leads to more effective aerosol transport away from the source regions into the Indian Ocean. Radiative perturbations due to BB aerosols become amplified in both magnitude and extent, but due to the more effective aerosol transport the radiative forcing anomaly appears slightly weakened over some of the major emission regions.

The indirect forcing anomaly showed a similar overall strengthening due to the impact of ENSO-related SST variations. For the Indonesian region, the average (first) indirect forcing anomaly in the months July to November was −0.7 W m⁻² at the surface and −0.6 W m⁻² at TOA in CLIM, whilst in AMIP it was −2.2 W m⁻² and −2.0 W m⁻², respectively. The indirect forcing anomaly was strongest at the TOA in September with −0.9 W m⁻² in CLIM and −2.4 W m⁻² in AMIP. The response of cloud properties to altered meteorological conditions is different compared to the response of the direct forcing, and is not directly linked to the generally increased aerosol burdens and spatial distribution. Our results indicate a strong relationship between the pattern of rainfall changes and aerosol-induced changes of cloud properties. This can be attributed to the dependence of the number of cloud droplets and droplet sizes on the concentration of hydophilic aerosols. As the latter are effectively washed out by rain, a decrease in rainfall has a positive feedback on the number of cloud droplets. This leads to smaller cloud droplet sizes, which consequently results in a stronger indirect aerosol effect. We compared modelled cloud droplet radii with values from satellite retrievals. The interpretation is difficult, as due to different reference wavelengths different cloud levels are sampled in the retrievals. However, based on the comparison presented here, we conclude that our estimates are reasonable.

As secondary organic aerosols associated with biomass burning are not considered in this study, our forcing anomalies are likely to be underestimated. This is in agreement with satellite-retrieved AODs from MISR and MODIS. On the other hand, the ENSO-related rainfall anomaly in the AMIP experiment is too strong along the equator, and this is likely to contribute to a modest overestimate of the forcing anomalies in AMIP, especially for the indirect effect. These limitations should be borne in mind when interpreting our specific results.

Subject to these caveats, we conclude that direct and indirect radiative perturbations from Indonesian BB emissions would be considerably underestimated if feedbacks of ENSO-related SST variations on radiative forcing are not taken into account. This might be of relevance for impact assessments, but also for the interpretation of other studies, as the most common method for estimating radiative forcing is based on climatological SSTs (Lohmann et al., 2010; Taylor et al., 2012). For Indonesian BB aerosols, this would not give an accurate answer for the radiative forcing.

More broadly, it is intriguing that climatic feedbacks due to variability in Indonesian BB aerosols may depend strongly on the climatic state (rainfall and circulation) as on the emissions. For aerosols of this type, it is difficult to draw the line between “forcing” and “feedback”. As discussed by Tosca et al. (2010), it is interesting to consider whether Indonesian BB aerosols influence El Niño dynamics on inter-annual or decadal time scales. This would require a fully coupled ocean-atmosphere GCM linked to a prognostic fire parameterization (e.g., Pechony and Shindell, 2009; Kloster et al., 2010). Our results suggest that accurate simulation of ENSO-related changes in circulation and rainfall is one requirement for complex modelling of this type to be successful.

Appendix A

The following gives a detailed description of the design of the double calls for estimating the direct and the indirect effect individually as used for both experiments CLIM and AMIP. Note that separate simulations were used for calculation of the direct and indirect forcing. In both cases it is the second call to the SW radiation scheme that affects the meteorology in the model.

In simulations for estimating the direct forcing, the indirect aerosol effect was switched off, and vice versa. For diagnosing the direct aerosol effect, both calls of the SW radiation scheme used a fixed value of cloud droplet number concentration (N_d = 100 \times 10^6 m^{-3}), to ensure that the indirect aerosol effect was turned off. In the first call the radiation...
scheme “saw” the aerosols. In the second call (which affects the meteorology in the model), the direct effects of aerosols were set to zero. This implies that the meteorology remained unchanged by aerosol effects. As a result, the meteorology in the CLIM experiment is identical for the El Niño and La Niña runs.

In simulations used for calculation of the first indirect effect, direct aerosol effects were turned off by setting aerosols to zero for the direct aerosol effects in both calls to the SW scheme. The first call used \( N_d \) from equation 1 and the second call used a fixed value (\( N_d = 100 \times 10^6 \text{m}^{-2} \)). Hence, as for the direct aerosol effect, aerosols had no impact on the meteorology, so that the meteorology is identical for the El Niño and La Niña runs in the CLIM experiment.

Note that, for the indirect effect, the differences between the SW fluxes calculated from the first and second calls in each run (say, \( \Delta F_{1997}^{\text{SW}} \) and \( \Delta F_{2000}^{\text{SW}} \)) are not physically meaningful, since the fixed value of \( N_d \) in the second call is arbitrary. However, the difference of these between the El Niño and La Niña runs (\( \Delta F_{1997}^{\text{SW}} - \Delta F_{2000}^{\text{SW}} \)) represents the indirect forcing between 1997 and 2000, due to cancellation of the fixed value of \( N_d \). A similar method was used by Rotstyn et al. (2009) and Lohmann et al. (2010).
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