Comparison of ambient aerosol extinction coefficients obtained from in-situ, MAX-DOAS and LIDAR measurements at Cabauw
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Abstract. In the field, aerosol in-situ measurements are often performed under dry conditions (relative humidity RH < 30–40%). Since ambient aerosol particles experience hygroscopic growth at enhanced RH, their microphysical and optical properties – especially the aerosol light scattering – are also strongly dependent on RH. The knowledge of this RH effect is of crucial importance for climate forcing calculations or for the comparison of remote sensing with in-situ measurements. Here, we will present results from a four-month campaign which took place in summer 2009 in Cabauw, The Netherlands. The aerosol scattering coefficient \( \sigma_{sp}(\lambda) \) was measured dry and at various, predefined RH conditions between 20 and 95% with a humidified nephelometer. The scattering enhancement factor \( f(RH,\lambda) \) is the key parameter to describe the effect of RH on \( \sigma_{sp}(\lambda) \) and is defined as \( \sigma_{sp}(RH,\lambda) \) measured at a certain RH divided by the dry \( \sigma_{sp}(\lambda) \). The measurement of \( f(RH,\lambda) \) together with the dry absorption measurement (assumed not to change with RH) allows the determination of the actual extinction coefficient \( \sigma_{ep}(RH,\lambda) \) at ambient RH. In addition, a wide range of other aerosol properties were measured in parallel. The measurements were used to characterize the effects of RH on the aerosol optical properties. A closure study showed the consistency of the aerosol in-situ measurements. Due to the large variability of air mass origin (and thus aerosol composition) a simple parameterization of \( f(RH,\lambda) \) could not be established. If \( f(RH,\lambda) \) needs to be predicted, the chemical composition and size distribution need to be known. Measurements of four MAX-DOAS (multi-axis differential optical absorption spectroscopy) instruments were used to retrieve vertical profiles of \( \sigma_{ep}(\lambda) \). The values of the lowest layer were compared to the in-situ values after conversion of the latter ones to ambient RH. The comparison showed a good correlation of \( R^2 = 0.62–0.78 \), but the extinction coefficients from MAX-DOAS were a factor of 1.5–3.4 larger than the in-situ values. Best agreement is achieved for a few cases characterized by low aerosol optical depths and low planetary boundary layer heights. Differences were shown to be dependent on the applied MAX-DOAS retrieval algorithm. The comparison of the in-situ extinction data to a Raman LIDAR (light detection and ranging) showed a good correlation and higher values measured by the LIDAR \( R^2 = 0.82–0.85 \), slope of 1.69–1.76) if the Raman retrieved profile was used to extrapolate the directly measured extinction coefficient to the ground. The comparison improved if only nighttime measurements were used in the comparison \( R^2 = 0.96, \) slope of 1.12.
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1 Introduction

Atmospheric aerosol particles change in size due to water uptake which is determined by their chemical composition and the ambient relative humidity (RH). As a result their optical properties – especially the aerosol light scattering – also strongly depend on RH. Therefore, long-term measurements of aerosol physical and optical properties are generally recommended at dry conditions in order to keep measurements comparable (e.g. RH < 30–40% as recommended by WMO/GAW, 2003). However, for the comparison of such ground-based measurements with other optical aerosol measurements (e.g. LIDAR, MAX-DOAS or satellite retrieval), for the purpose of aerosol correction of satellite retrievals, or for the use in climate models, accurate knowledge of the RH effect is very important.

The size and the solubility of a particle determine the response of an ambient particle to changes in RH. The water vapor pressure above a water droplet containing dissolved material is lowered by the Raoult effect. The equilibrium size of a droplet was first described by Köhler (1936), who considered the Kelvin (curvature) and Raoult (solute) effect. The growth of an aerosol particle due to water uptake is described by the hygroscopic growth factor \( g(RH) \) which is defined as the particle diameter \( D_{\text{wet}} \) at a certain RH divided by its dry diameter \( D_{\text{dry}} \):

\[
g(RH) = \frac{D_{\text{wet}}(RH)}{D_{\text{dry}}}. \tag{1}
\]

The RH dependence of \( g(RH) \) can be parameterized in a good approximation by a one-parameter equation, proposed e.g. by Petters and Kreidenweis (2007):

\[
g(a_w) = \left(1 + \kappa \frac{a_w}{1-a_w}\right)^{\frac{1}{3}}. \tag{2}
\]

Here, \( a_w \) is the water activity, which can be replaced by the relative humidity RH, if the Kelvin effect is negligible, as for particles with sizes more relevant for light scattering and absorption, i.e. with \( D_{\text{wet}} > 100 \) nm. The coefficient \( \kappa \) is a simple measure of the particle’s hygroscopicity and captures all solute properties (Raoul effect). The impact of hygroscopic growth on the aerosol light scattering is usually described by the scattering enhancement factor \( f(RH, \lambda) \):

\[
f(RH, \lambda) = \frac{\sigma_{sp}(RH, \lambda)}{\sigma_{sp}(\text{dry}, \lambda)}, \tag{3}
\]

where the scattering coefficient \( \sigma_{sp} \) depends on the wavelength \( \lambda \) and the relative humidity RH. In the following we will discuss the characteristics of the scattering enhancement factor for \( \lambda = 550 \) nm. Since no clear wavelength dependency was found during our measurement period (in the range of 450–700 nm), we will omit \( \lambda \) for simplicity and refer to the scattering enhancement factor as \( f(RH) \).

Measured and modeled enhancement factors have been described in several previous studies, including studies on urban (Yan et al., 2009; Fitzgerald et al., 1982), continental (Sheridan et al., 2001), biomass burning (Kotchenruther and Hobbs, 1998), maritime (Fierz-Schmidhauser et al., 2010b; Wang et al., 2007; Carrico et al., 2003), free tropospheric (Fierz-Schmidhauser et al., 2010a; Nessler et al., 2005a) or Arctic aerosol (Zieger et al., 2010).

The comparison of remote sensing measurements to in-situ values of the aerosol extinction coefficient for validation purposes has been performed in several studies. Lidar measurements have been compared to nephelometer measurements, but almost always with dry nephelometer data using model assumptions or literature values of \( f(RH) \) (Ferrare et al., 1998; Voss et al., 2001) and only rarely using a humidified nephelometer (Morgan et al., 2010). The MAX-DOAS technique for aerosol retrieval is novel and only few comparisons have been made with in-situ data. The first comparison of the extinction coefficient (measured at Guangzhou, China) with a single MAX-DOAS instrument (similar retrieval as for the instrument by the Max-Planck-Institute for Chemistry (MPI), see below) to nephelometer data was made by Li et al. (2010) using a single parameterization from a different station (60 km further away) to calculate the ambient aerosol extinction coefficients from the dry nephelometer data. In addition, they only used ground based RH measurements and differences between indoor and ambient RH and temperature conditions were not accounted for.

In this study, the RH dependency of the aerosol extinction coefficient was examined using direct measurements of aerosol optical properties as a function of RH taken during a four months’ campaign at Cabauw, The Netherlands. The data were compared in an optical closure study with Mie-calculations, which relied on the aerosol number size distribution corrected to a specific RH using hygroscopicity measurements. As a proof of concept, the in-situ measurements of the aerosol extinction coefficient were compared to remote sensing data from MAX-DOAS and LIDAR measurements. The vertical profiles of the aerosol extinction coefficient obtained from MAX-DOAS and their comparison to LIDAR measurements are discussed in an upcoming publication (Frieß et al., 2011).

2 The Cabauw site and the CINDI campaign

A field campaign was carried out from 8 June to 6 October 2009 at the Cabauw Experimental Site for Atmospheric Research (CESAR, located at 51.97° N, 4.93° E) in The Netherlands. The site is located approximately 33 km north-east of the city of Rotterdam and 30 km south-west of Utrecht. CESAR is a facility dedicated to the observation and characterization of the state of the atmosphere, its radiative properties and interaction with land surface, for the study of physical processes, climate monitoring and
validation studies (Russchenberg et al., 2005). A large set of continuous in-situ and remote sensing equipment is installed at the site. A 213 m high mast equipped with various meteorological sensors (like temperature, dew point, wind direction, wind speed, etc.) is the main feature of the CESAR site. The continuous aerosol measurements are contributing to the EUSAAR (European Supersites for Atmospheric Aerosol Research) project (Philippin et al., 2009) with associated quality control, site audits, and reporting.

During 16 June and 24 July 2009 our measurements were part of the CINDI campaign (Cabauw Intercomparison Campaign of Nitrogen Dioxide measuring Instruments) where the main goal was to compare different remote sensing and in-situ techniques measuring NO2. Besides NO2, other atmospheric gases and aerosols were measured and compared. For more details see Roscoe et al. (2010) and Piter et al. (2010).

3 Experimental

Various physical aerosol properties have been measured during the four-month period. The following section describes the main experimental techniques used in this work. In the first part (Sect. 3.1) the main in-situ instruments used to characterize the effects of RH on the aerosol extinction coefficient will be described. The results of the in-situ measurements are later compared to two different atmospheric profiling techniques: First to MAX-DOAS measurements (Sect. 3.2) and in a next step to LIDAR measurements (Sect. 3.3). This comparison is carried out only for the lowest ground layer.

3.1 In-situ measurements

3.1.1 Inlet system

Air is sampled at a height of 60 m at the Cabauw tower. The inlet system consists of four parts: (a) PM10 size selective inlets (4 PM10 heads), (b) a Nafion drying system that dries aerosol to or below 40% RH, (c) a 60-m stainless steel pipe, and (d) a manifold that splits the flow to the suite of instruments. The manifold and the in-situ instruments are all located at the basement of the tower. The in-situ measurements used in this paper are those from the nephelometer, the scanning mobility particle sizer (SMPS) and aerodynamic particle sizer (APS), all of which are described below. These instruments sampled their flow from the manifold using separate pumps to adjust the required flow for proper operation of the instruments.

The total flow sustained in the 60-m inlet pipe was 60 lpm, for optimal operation of the PM10 inlets. Whenever an instrument was added or removed, the flows to the other instruments were checked and adjusted when needed. Although attempts have been made to characterize the losses, they were not conclusive in an experimental sense. In general the losses in similar inlet pipes can be calculated by theory (e.g., Birnili et al., 2007). Losses through diffusion (for smaller particles with \( D < 0.1 \mu m \)) and sedimentation (for larger particles with \( D > 2 \mu m \)) are expected to be below 10–20%. Since the main contribution to the extinction in the visible nephelometer wavelength will be in the size range between 0.1 and 1 \( \mu m \), the effect of particle losses on the dry extinction coefficient is assumed to be smaller than 10–20%.

Additional losses are expected due to the use of a Nafion dryer but there is no quantitative information for the specific dryer used in Cabauw.

3.1.2 Humidified and dry nephelometer

A recently developed humidified nephelometer (WetNeph) was installed for four months next to the continuously running aerosol in-situ instruments. The WetNeph is described in detail by Fierz-Schmidhauser et al. (2010c). Briefly, the aerosol scattering coefficient \( \sigma_{sp}(\lambda) \) and the back scattering coefficient \( \sigma_{sbb}(\lambda) \) are measured at three wavelengths (\( \lambda = 450, 550, \) and 700 nm) at defined RH between 20% and 95%. For this purpose a specifically designed single-stream humidification system (consisting of a humidifier followed by a dryer) brings the initially dry aerosol (the aerosol is already dried at the main inlet) to a defined RH before its scattering properties are measured by an integrating nephelometer (TSI Inc., Model 3563).

The WetNeph was programmed to measure RH cycles. In the first part of the cycle, the dry particles experience elevated RH in the humidifier, after which they are passed through the turned off dryer before their scattering properties are measured in the nephelometer (hydration mode). It is noted that the temperature in the nephelometer’s detection cell is \( \sim 1^\circ C \) higher than in the humidifier, thereby causing a slight RH decrease of approximately 2–6% (see Fig. A1 in Fierz-Schmidhauser et al., 2010c) and with that a concurrent shift of the observed deliquescence RH. Deliquescence is described as a sudden uptake of water of an initially dry and solid particle at the defined deliquescence relative humidity. Inorganic salts (for instance ammonium sulfate or sodium chloride) exhibit a distinct deliquescence. Organic constituents of mixed atmospheric aerosols can suppress the deliquescence of inorganic salts (Sjogren et al., 2007). The behavior of dehydrating particles following the upper hysteresis branch of the growth curve is measured by setting the humidifier to its maximum RH (\( \sim 95\% \)), followed by RH reduction in the dryer and measurement in the nephelometer (dehydration mode). The lowest possible RH in this mode was \( \sim 55\% \), limited by the capacity of the dryer at the high sample flow of 101 min\(^{-1}\) chosen for this campaign. The RH inside the nephelometer cell is monitored by a HygroClip (Rotronic), which was calibrated before and after the campaign with standard salt solutions, and in addition by a dew point mirror (Edge Tech, Model 2000, Dewprime DF). More
technical details can be found in Fierz-Schmidhauser et al. (2010c).

A second nephelometer (DryNeph, TSI Inc., Model 3563, operated by TNO) was used in parallel to measure the scattering coefficient under dry conditions as a reference. The RH inside the DryNeph was always below 30% (campaign mean RH = 17.7%).

Both nephelometers measured within the scattering angles of 7° to 170°. The scattering coefficients for the complete angle between 0° and 180° were retrieved by correcting the measured values using the scheme proposed by Anderson et al. (1996) (truncation error correction) which also accounts for non-idealities of the light source in the nephelometer.

Both nephelometers were calibrated (with particle-free air and CO2) and compared directly (WetNeph without humidifier system). In addition, the scattering coefficients at dry conditions (RH < 40%) were compared for the entire campaign. From these measurements it was found that the WetNeph scattering coefficients at dry conditions were slightly higher than the ones of the DryNeph (for 450 nm: σWetNeph = 1.07σDryNeph + 8.7 × 10−7 m−1, R² = 0.99; for 550 nm: σWetNeph = 1.06σDryNeph + 6.7 × 10−7 m−1, R² = 0.97; for 700 nm: σWetNeph = 1.03σDryNeph + 4.5 × 10−7 m−1, R² = 0.94), which was caused by differences in the absolute calibration of the nephelometer (WetNeph nephelometer measured higher scattering coefficients) and losses in the humidifier (∼5%, see Fierz-Schmidhauser et al. 2010c). The WetNeph measurements were therefore corrected accordingly.

3.1.3 Measurement of the aerosol absorption coefficient

A multi-angle absorption photometer (MAAP) and an aethalometer were used to quantify the aerosol absorption properties.

The MAAP (Thermo Scientific Inc., Model 5012, operated by TNO) measures the light attenuation and light scattered back from aerosol particles which are deposited on a filter. The measurement is performed at λ = 637 nm (which differs from the manufacturer’s value of 670 nm, Müller et al., 2010). A radiative transfer scheme is applied to retrieve the fraction of light absorbed by the deposited aerosol (Petzold and Schönlinner, 2004). The aerosol absorption coefficient σap is obtained by multiplying the measured black carbon (BC) mass concentration with the instrumental set value of the mass absorption cross section of 6.6 m² g⁻¹.

In addition, an aethalometer (Magee Scientific, Model AE31, operated by RIVM) was used which measures the light attenuation by the aerosol particles (also deposited on a filter) at 7 wavelengths (λ = 370, 470, 520, 590, 660, 880, and 950 nm). The aerosol absorption coefficient σap(λ) is then derived from the light attenuation:

\[ \sigma_{ap}(\lambda) = \frac{A \Delta ATN(\lambda)}{Q \frac{1}{\Delta t} C \cdot R(\Delta TN(\lambda))}. \] (4)

where A is the filter spot area, Q the volumetric flow, and ΔATN(λ) the change of light attenuation during the time interval Δt (Weingartner et al., 2003). The empirical constant C corrects for multiple scattering in the unloaded filter. Here, a value of C = 4.09 was used (Collaud Coen et al., 2010).

The wavelength and ATN dependent factor R corrects for effects caused by the amount of particles deposited on the filter, which decreases the optical path in the filter (also called the shadowing effect). R was set to unity as the single scattering albedo ω0 (defined as the ratio of scattering to extinction coefficient) is larger than 0.8 most of the time (Weingartner et al., 2003).

Since the aethalometer measures at various wavelengths, the absorption Ångström exponent αap can be derived:

\[ \sigma_{ap}(\lambda) = \epsilon \lambda^{-\alpha_{ap}}, \] (5)

where λ is the wavelength of the aethalometer and ε a concentration dependent constant.

Using the measured σap of the aethalometer and the measured value of σap(637 nm) from the MAAP, the absorption coefficient for a different wavelength λ was calculated as follows:

\[ \sigma_{ap}(\lambda) = \sigma_{ap}(637 \text{ nm}) \left( \frac{\lambda}{637 \text{ nm}} \right)^{-\alpha_{ap}}. \] (6)

3.1.4 Measurement of the aerosol size distribution

A scanning mobility particle sizer (SMPS) and an aerodynamic particle sizer (APS) were used to measure the aerosol size distribution for dry diameters between approximately 10 nm and 5 µm (both operated by TNO).

The SMPS (a modified TSI Inc., Model 3034) consists of a bipolar particle charger, a differential mobility analyzer (DMA) and a condensation particle counter (CPC). Particles are charged before they are classified in the DMA according to their electrical mobility diameter and are counted by the CPC. A correction for multiple charged particles was applied. Number size distributions in the diameter range between approximately 10 and 520 nm were recorded with a time resolution of 5 min.

The APS (TSI Inc., Model 3321) measures the particle size distribution between aerodynamic diameters of approximately 0.5 and 20 µm. However, in Cabauw, particles larger than approximately 5 µm are not sampled through the inlet system due to the PM10 size cut at the inlet and the drying thereafter, which results in a reduction in size. One distribution is recorded each minute.

The overlap between the SMPS and APS showed to be good for most of the cases. Small differences seen in the transition of the volume size distribution were caused by variations in density and shape influencing the APS sizing. However, they were found to be negligible for our purposes, since the scattering coefficient is dominated by contributions from the fine mode (DP < 500 nm, measured by the SMPS). The
measured volume size distributions could be well fitted using a three modal lognormal size distribution equation.

3.1.5 Measurement of the hygroscopic growth factor

Hygroscopic particles are able to grow in size by absorbing water vapor even at sub-saturated conditions. A simple way to describe the hygroscopicity of a particle is via the diameter growth factor \( g(RH) \) as defined in Eq. (1). This property can be measured directly with a hygroscopicity tandem differential mobility analyzer (H-TDMA, Liu et al., 1978). The aerosol sample is first dried in the H-TDMA, and then charged with a bipolar charger. Subsequently a dry size class of particles, \( D_{dry} \), is selected using a DMA (Winklmayr et al., 1991). At Cabauw, the H-TDMA of the University of Helsinki (modified version of the instrument presented by Ehn et al., 2007) was set up to measure \( D_{dry} \) of 35, 50, 75, 110, and 165 nm. Then the monodisperse particles are exposed to controlled relative humidity (90%) and temperature. The wet aerosol goes through the second DMA, which scans a size range covering possible growths factors from 0.7 to 2.5. A corresponding concentration for each size fraction is monitored with a CPC. A humidified size distribution for a certain \( D_{dry} \) is then obtained. The growth factors in this study were determined within \( \pm 0.05 \), which is typical for a well-maintained TDMA system (Swietlicki et al., 2008).

In a complex location such as Cabauw, with several different aerosol sources, the particles are typically externally mixed. This is reflected in the hygroscopic growth factor spectrum by a widened distribution, or even by clearly separated growth modes, for a given particle size. The piecewise linear method of the TDMAnv Toolkit (Gysel et al., 2009) was used to retrieve the growth factor distributions. Although many different sources can contribute to the aerosol population, typically one of the sources dominated. Therefore, simply using the average growth factor for each distribution is sufficient to describe the temporal variation of the growth of the accumulation mode particles at 90% RH. In this work only the data at the largest dry size, 165 nm, was utilized as the larger particles contribute to the optical properties the most (Sundström et al., 2009).

3.2 MAX-DOAS measurements

Multi-axis differential optical absorption spectroscopy (MAX-DOAS) is a technique to derive profiles of atmospheric gases and aerosols using spectral radiation measurements under different (mostly slant) elevation angles (Hönninger and Platt, 2002; Leser et al., 2003; Van Roozendael et al., 2003; Wittrock et al., 2004; Hönninger et al., 2004; Wagner et al., 2004; Sinreich et al., 2005; Heckel et al., 2005; Frieß et al., 2006; Irie et al., 2008).

For the retrieval of aerosol extinction profiles, usually the atmospheric absorption of the oxygen collision-induced dimer (\( O_2-O_2 \) or \( O_4 \)) is analyzed. Since the atmospheric \( O_2 \) concentration is almost constant, changes in the observed absorption can be attributed to changes in the atmospheric radiative transfer, e.g. caused by the influence of aerosol scattering and absorption (Wagner et al., 2004; Frieß et al., 2006).

By comparison with a forward model which describes the effects of aerosols on the MAX-DOAS measurements, aerosol properties can be inverted from the measured \( O_4 \) absorption. Usually MAX-DOAS aerosol retrieval consists of two steps: first, the \( O_4 \) optical depth is retrieved from the measured spectra using the DOAS technique (Platt and Stutz, 2008). In a second step, the aerosol properties are inverted by comparing the measured \( O_4 \) optical depths to those simulated by a radiative transfer model. As was shown by Frieß et al. (2006) and Clémer et al. (2010), dependent on the wavelength and atmospheric visibility, typically 1–3 independent pieces of information on the aerosol extinction profile can be obtained from MAX-DOAS \( O_4 \) observations. It is noted that usually for some of the aerosol optical properties (e.g. the single scattering albedo or the asymmetry parameter) either fixed values are assumed or information from independent measurements (e.g. sun photometers or in-situ measurements) is used.

In this study MAX-DOAS aerosol retrievals from four groups are included: the Belgium Institute for Space Aeronomy (BIRA), the Institute for Environmental Physics of the University of Heidelberg (IUPHD), the Japan Agency for Marine-Earth Science and Technology, Research Institute for Global Change (JAMSTEC), and the Max-Planck-Institute for Chemistry (MPI). All groups use similar retrieval schemes for the spectral analysis of the \( O_4 \) absorption (first step); further details of the spectral analysis can be found in Roscoe et al. (2010). For the inversion of the aerosol properties by comparison with radiative transfer simulations (second step) two different approaches are used. BIRA, IUPHD, and JAMSTEC apply the optimal estimation method (Rodgers, 2000), which yields height-resolved profiles of the aerosol extinction coefficient. MPI uses a more simplified approach following the technique of Li et al. (2010): the aerosol extinction profile is described by only two parameters (the total aerosol optical depth and the aerosol layer height) which are determined by fitting the measured \( O_4 \) optical depths to the radiative transfer simulations using a least squares method (the aerosol extinction is assumed to be constant within the aerosol layer).

The properties of the different MAX-DOAS measurements and the specific settings of the aerosol inversion schemes are summarized in Table 1. Note that most groups analyze the \( O_4 \) absorption band at 477 nm which is close to the wavelengths of the in-situ aerosol measurements. Because of the limited spectral range of the instrument, MPI uses the \( O_4 \) band at 360 nm. It should also be noted that some uncertainty with respect to the absolute value of the \( O_4 \) absorption cross section exists (Wagner et al., 2009; Clémer et al., 2010), and all groups apply a correction factor to the retrieved \( O_4 \) absorption ranging between 0.75 and 0.83, see Table 1. Additional information on the individual retrievals
can be found in a comparison exercise of the spectral analyses during the CINDI campaign (Roscoe et al., 2010) and in a MAX-DOAS aerosol comparison paper by Frieß et al. (2011).

### 3.3 Lidar measurements

The LIDAR CAELI (CESAR Water Vapour, Aerosol and Cloud Lidar; Apituley et al., 2009) is a high-performance, multi-wavelength Raman LIDAR, capable of providing round-the-clock measurements. The instrument is part of the European Aerosol Research Lidar Network (EARLINET), and provides profiles of volume backscatter and extinction coefficients of aerosol particles, the depolarization ratio, and water-vapor-to-dry-air mixing ratio. A high-power Nd:YAG laser transmits pulses at 355, 532, and 1064 nm. Because a large telescope is essentially blind for LIDAR signals from close to the instrument, a second, small telescope is needed to cover the near range, in particular for measurements in the planetary boundary layer. The LIDAR echoes at the elastic and Raman scattered wavelengths are relayed to the photo detectors through optical fibers. The LIDAR returned signals strongly depend on the range $h$ and decrease with $h^2$. Multiplication with $h^2$ thus removes the range dependence. In this way, the range-corrected signals for the vertically pointing ground-based LIDAR are obtained. Range-corrected signals at 1064 nm are dominated by particle backscatter and are therefore well-suited to display aerosol layering structure and dynamics and to detect the presence of clouds (see e.g. Fig. 7a).

Raman LIDAR instruments can retrieve aerosol extinction profiles using a single LIDAR signal at a nitrogen Raman scattered wavelength (here: 387 nm), with just the help of an atmospheric density profile (e.g. a radio sonde or an atmospheric model) (Ansmann et al., 1992). However, two major problems occur when extinction needs to be calculated at daytime and close to the ground:

1. Raman signals are relatively weak and often dominated by the daylight background, and

2. the geometry of the LIDAR instrument, the so-called overlap-function, dictates a minimum distance beyond which unbiased extinction values can be derived.

For CAELI, the Raman signals at 387 nm are strong enough for daytime performance up to a few km altitude, however, trustworthy extinction profiles start between 500 and 1000 m above ground.

To work around the overlap problem for this study, extinction profiles were calculated via the Raman aerosol backscatter profile from the ratio of the N$_2$ and elastic (normal) LIDAR signal (Ansmann et al., 1992). Because both of these signals are affected in the same way by the overlap function, a well-aligned LIDAR system, it does not affect their ratio. For CAELI, correct alignment could be verified using methods described by Freudenthaler (2008).

### Table 1. Overview of the main MAX-DOAS technical and inversion properties.

<table>
<thead>
<tr>
<th></th>
<th>BIRA$^a$</th>
<th>IUPHD$^b$</th>
<th>JAMSTEC$^c$</th>
<th>MPI$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>400–700 nm</td>
<td>290–790 nm</td>
<td>223–558 nm</td>
<td>310–461 nm</td>
</tr>
<tr>
<td>Spectral resolution</td>
<td>0.95 nm</td>
<td>0.5–0.6 nm</td>
<td>0.7 nm</td>
<td>0.5–0.9 nm</td>
</tr>
<tr>
<td>(FWHM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Field of view</td>
<td>0.8°</td>
<td>0.9°</td>
<td>&lt;1°</td>
<td>1.2°</td>
</tr>
<tr>
<td>O$_4$ bands used</td>
<td>477 nm</td>
<td>477 nm$^e$</td>
<td>477 nm$^f$</td>
<td>360 nm</td>
</tr>
<tr>
<td>Scaling factor</td>
<td>0.75</td>
<td>0.8</td>
<td>0.8</td>
<td>0.83</td>
</tr>
<tr>
<td>Elevation angles (°)</td>
<td>1, 2, 4, 5, 8, 10, 15, 30, 90</td>
<td>2, 4, 8, 15, 30, 90</td>
<td>2, 4, 8, 15, 30, 90$^g$</td>
<td>2, 4, 6, 8, 10, 15, 30, 90</td>
</tr>
<tr>
<td>Inversion scheme</td>
<td>Optimal estimation</td>
<td>Optimal estimation</td>
<td>Optimal estimation</td>
<td>Least squares</td>
</tr>
<tr>
<td>Time resolution</td>
<td>15 min</td>
<td>15 min</td>
<td>30 min</td>
<td>10 min</td>
</tr>
<tr>
<td></td>
<td>1 elevation sequence</td>
<td>2–3 elevation sequences</td>
<td>1 elevation sequence</td>
<td>1 elevation sequence</td>
</tr>
<tr>
<td>Radiative transfer model</td>
<td>LIDORT v3.3$^h$</td>
<td>SCIATRAN$^i$</td>
<td>MCARaTS$^j$</td>
<td>McARTim$^k$</td>
</tr>
<tr>
<td>Aerosol optical properties</td>
<td>AERONET$^l$, in-situ</td>
<td>OPAC$^m$</td>
<td>$\omega_i$: 0.95, AP: 0.65</td>
<td>$\omega_i$: 0.95, AP: 0.68</td>
</tr>
<tr>
<td>Time period used</td>
<td>19.6.–21.7.</td>
<td>23.6.–26.9.</td>
<td>19.6.–24.7.</td>
<td>22.6.–14.7.</td>
</tr>
<tr>
<td>Vertical discretization</td>
<td>200 m</td>
<td>200 m</td>
<td>1 km</td>
<td>20–5000 m</td>
</tr>
</tbody>
</table>

$^a$ Clémer et al. (2010); $^b$ Frieß et al. (2006); $^c$ Irie et al. (2008, 2009); $^d$ Li et al. (2010); Wagner et al. (2011); $^e$ $\sigma_g$ is retrieved at 450 nm due to specifications of the radiative transfer model and the employed OPAC database (Hess et al., 1998); $^f$ The retrieved $\sigma_g$ is for 476 nm, which is the O$_4$ cross-section-weighted mean wavelength over the fitting window used. $^g$ from 08.06.–21.06. $^h$ was used instead of 2$^e$; $^i$ Spurr (2008); $^j$ Rozanov et al. (2001); $^k$ Iwabuchi (2006); $^l$ Deutschmann and Wagner (2008); $^m$ Holben et al. (1998); $^n$ Calculated for an assumed mixture of water soluble and soot particles with a number mixing ratio of 0.46 and 0.54, respectively (Hess et al., 1998); $^o$ $\omega$: single scattering albedo, AP: asymmetry parameter; 0.95, AP: 0.65; $^q$ $\omega$: 0.95, AP: 0.68
For a given measurement, the Raman backscatter ($\beta$) and extinction ($\sigma_{ep}$) profiles are calculated. From these profiles the LIDAR ratio LR is determined:

$$\text{LR}(h) = \frac{\sigma_{ep}(h)}{\beta(h)}$$

(7)

where $h$ denotes the height above the ground.

The LIDAR ratio is only valid beyond the minimum overlap height where both $\sigma_{ep}$ and $\beta$ are valid. However, it can be argued that within well-mixed states of the boundary layer, LR should be fairly constant, since it is representative for a particular type of aerosol and only RH can be a significant factor determining the LR (Salemink et al., 1984; Ackermann, 1998). So by assuming an effective LR, LR’, the backscatter profile at lower altitudes can be converted to an extinction profile using LR’ as a conversion factor in Eq. (7). By varying LR’ over a range of values and comparing to in-situ measurements, it can be determined whether the values obtained in this way are consistent.

4 Results

The results of the in-situ measurements are presented in the first Sects. 4.1 to 4.3. First, the results of the WetNeph analysis and the factors influencing $f$(RH) at Cabauw are discussed in Sects. 4.1 and 4.2. A closure study using different aerosol in-situ measurements is shown in Sect. 4.3. The prediction of $f$(RH) without explicit WetNeph measurements at Cabauw is also discussed in Sect. 4.3. The ambient aerosol extinction coefficient is compared to MAX-DOAS and LIDAR measurements in Sect. 4.4.

4.1 WetNeph analysis

During the four-month campaign the WetNeph and DryNeph were running continuously without any major interruptions (except for a 70-h break at the end of August). The WetNeph was set up to measure humidograms for most of the time, except for two 7- and 11-day long periods in July and August, where the relative humidity was set on a constant value of approximately 82–85%. This was done to further investigate diurnal cycles. Due to the large variation of air masses, no explicit diurnal cycles were found. The humidograms were parameterized with an empirical equation, which has been used in previous studies (Clarke et al., 2002; Carrico et al., 2003) and has been found to best describe the individual branches (hydration, dehydration separately):

$$f(\text{RH}) = a(1 - \text{RH})^{-\gamma},$$

(8)

where $a$ and $\gamma$ are two independent curve fit parameters ($a$ is the intercept at RH = 0% and $\gamma$ parameterizes the magnitude of the scattering enhancement). The humidograms were averaged (3-h mean values for 2% wide RH-bins) and fitted with Eq. (8) for RH>70%. No differences were found at these high RH values between the hydration and dehydration branch. During the periods when the WetNeph was operated in a constant RH mode Eq. (8) was used with a campaign mean value for $a = 0.7$ (upper branch only).

Figure 1a shows the temporal evolution of $f$(RH) for RH=85% for the entire campaign period. The values varied between mid June and the beginning of October between approximately 1.3 and 3.9 (10th percentile = 1.93, 90th percentile = 2.9). The corresponding measured dry and wet (at RH=85%) scattering coefficients (at 550 nm) and dry absorption coefficients (at 637 nm) are shown in Fig. 1b. The main contribution to the ambient extinction coefficient (= scattering plus absorption coefficient) is the scattering coefficient, since the absorption coefficient is about an order of magnitude lower than the scattering coefficient.

The distinct periods of lowered and elevated $f$(RH) values (see Fig. 1a) were correlated with the origin of the air masses as revealed from 48-h air-mass back trajectories which were calculated using the FLEXTTRA trajectory model (Stohl et al., 1995; Stohl and Seibert, 1998) and ECMWF (European Centre for Medium Range Weather Forecasts) meteorological data (trajectories are provided by NILU at www.nilu.no/trajecorys). The result is shown in Fig. 2a where the back trajectories are color coded by the $f$(RH=85%) measured at Cabauw. In general, the $f$(RH=85%) is lower in air masses originating from the continent and urban regions (like Rotterdam or Ruhr area), probably reflecting the presence of aerosol particles with lower hygroscopicity resulting from anthropogenic emissions and lower sea salt content. Air masses that were transported over the North Atlantic Ocean or the North Sea prior to their arrival in Cabauw likely contain more sea-salt leading to higher hygroscopic growth and therefore to higher values of $f$(RH=85%). Mixtures of both extremes are frequently observed, for example air parcels that have their origin over the Atlantic Ocean and are passing over heavy industrialized areas (like the Rotterdam area or southern Great Britain) where the addition of anthropogenic pollution leads to lower hygroscopicity.

Examples of typical humidograms measured at Cabauw are shown in Fig. 2b–f. These averaged humidograms are sorted according to the origin of the air masses arriving at the site. A typical maritime case is presented in Fig. 2b (selection criteria used: direction of arriving air parcel between $45^\circ < \theta < 315^\circ$, $f$(RH=85%,550 nm) > 3.5, average of 4 humidograms). This humidogram shows a sudden increase of $f$(RH) at $\sim$65% RH (deliquescence) during the hydration mode (increase of RH, dark blue circles). During the dehydration mode (humidifier constantly at high RH and dryer on, light blue circles), the deliquescence RH is passed and $f$(RH) decreases until RH $\sim$ 58%. This is not the crystallization RH, which unfortunately can not be measured with our set-up, due to temperature and flow conditions inside the WetNeph (see Sect. 3.1.2). The distinct hysteresis behavior indicates that an almost pure maritime aerosol consisting mainly of inorganic salts – e.g. NaCl – was detected.
here. Figure 2d and e are two further examples of air masses having a maritime origin, although they show no clear deliquescence behavior. The maritime slightly polluted case (Fig. 2d; with $225^\circ < \theta < 315^\circ$ and $f(RH = 85\%, 550\text{ nm}) > 3$, average of 31 humidograms) reveals a similarly high magnitude of $f(RH)$ as the clean maritime case (Fig. 2b), but without deliquescence, while the maritime heavily polluted case is characterized by much lower values of $f(RH)$ (Fig. 2e; with $225^\circ < \theta < 315^\circ$ and $f(RH = 85\%, 550\text{ nm}) < 2$, average of 25 humidograms). This is probably caused by additional pollution and/or a higher fraction of organics, which suppresses the deliquescence and/or reduces the hygroscopic growth of the particles (Ming and Russell, 2001).

Figure 2c and f show two examples of air masses having a continental origin (continental south: $135^\circ < \theta < 225^\circ$ and $f(RH = 85\%, 550\text{ nm}) < 2$, average of 48 humidograms; continental east: $60^\circ < \theta < 135^\circ$, average of 75 humidograms). Both humidograms show a smooth increase of $f(RH)$ without a distinct deliquescence behavior. This means that the particles are liquid over a broad RH range. The continental south air masses (Fig. 2c) show the lowest values of $f(RH)$ of $\sim 1.9$ at $RH = 85\%$. These air parcels originated from northern France, Belgium and The Netherlands south of Cabauw. It is emphasized that these are examples of selected air masses only. A simple and generalized categorization using the air mass trajectories could not be established due to the high variability of size and composition and the short measurement period. For a better statistical analysis a longer time period of at least a year would be desirable.

4.2 Factors influencing $f(RH)$ at Cabauw

What determines the magnitude of $f(RH)$ and what other parameters can be used as proxies to estimate $f(RH)$? To answer these questions, the main in-situ aerosol parameters available during our measurement period were cross-correlated. The result is presented in Fig. 3, which shows the coefficient of determination $R^2$ (squared correlation coefficient) of $f(RH = 85\%)$ versus each parameter (the positive or negative sign shows the algebraic sign of the correlation coefficient). The strongest correlation ($R^2 = 0.72$) of $f(RH = 85\%)$ exists with the hygroscopic growth factor $g(RH, 165\text{ nm})$ measured by the H-TDMA for the dry diameter of 165 nm. The chemical composition of the particle at this rather large diameter is the main factor that determines its ability to grow. This value seems to be the best proxy measured independently that can be used to estimate $f(RH)$. It will be shown later that together with the measured size distribution and Mie theory this factor can be used to get an estimate of $f(RH)$.

The BC volume fraction $V_{BC}/V_{tot}$ (assuming a density of 2.1gcm$^{-3}$) shows only a weak (negative) correlation with $f(RH)$. Also the coarse mode volume fraction $V_{APS}/V_{tot}$ is
only weakly (positively) correlated to \( f(RH) \). These rather low correlations to \( f(RH) \) are accompanied by significant correlations of both \( V_{BC}/V_{tot} \) and \( V_{APS}/V_{tot} \) to \( g(RH) \). The positive correlation can be explained by the fact that a larger coarse mode volume fraction is an indicator for the presence of sea salt, which exhibits a higher hygroscopic growth (therefore positively correlated). Increased BC fractions on the other hand are an indicator for anthropogenic pollution with a reduced hygroscopic growth, causing a negative correlation because high amounts of BC in the aerosol reduce its ability for hygroscopic growth (Weingartner et al., 1997).

The mean diameter \( D_{mean} = N^{-1} \int_{0}^{\infty} (D_{dry} \, dN/d\log D_{dry}) \, d\log D_{dry} \) measured by the APS (representative for the coarse mode) and by the SMPS and APS (representative for the entire size distribution) show similar values of \( R^2 \) as the coarse mode fraction if compared to \( f(RH) \). Both coarse mode proxies \( (V_{APS}/V_{tot} \) and \( D_{APS} \)) are more highly correlated to \( g(RH) \) than to \( f(RH) \), because \( f(RH) \) is a measure for the entire size distribution (where the hygroscopic properties may change with size) while \( g(RH) \) is representative for only one dry diameter. This may also point towards effects of non-linearity in the Mie-scattering, where both size and chemical composition are input parameters. If the chemical composition (hygroscopic growth and refractive index) is assumed to be constant for a given wavelength, \( f(RH) \) will decrease with increasing particle size. This can be compensated if the size changes concurrently with its hygroscopicity. A similar effect was e.g. observed and modeled for Arctic aerosol (see Fig. 9 in Zieger et al. 2010), where smaller but less hygroscopic particles had a similar magnitude of \( f(RH) \) compared to larger but more hygroscopic particles (in that case the coarse mode was also dominated by hygroscopic sea salt).

The scattering Ångström exponent \( \alpha_{sp} \) (retrieved similar to Eq. (5) but using \( \sigma_{sp} \) instead of \( \sigma_{sp} \)) of the dry and wet (at \( RH = 85\% \)) scattering coefficient show no correlation with \( f(RH) \). \( \alpha_{sp} \) is commonly used as a proxy for the mean size (as can be seen in the clear anticorrelation between \( \alpha_{sp} \) and the coarse mode volume fraction \( V_{APS}/V_{tot} \)). This implies that they can not be used as a simple proxy for \( f(RH) \), as for example it has been proposed and verified for the typical aerosol found at the high alpine site Jungfraujoch (JFJ) (Nessler et al., 2005a; Fierz-Schmidhauser et al., 2010a). The reason for this is the occasional presence of

\[ f(RH=85\%,550nm) \quad 1.3 \quad 2 \quad 2.6 \quad 3.2 \quad 3.8 \]

\[ 30 \quad 40 \quad 50 \quad 60 \quad 70 \quad 80 \quad 90 \]

\[ 0.5 \quad 1 \quad 1.5 \quad 2 \quad 2.5 \quad 3 \quad 3.5 \]

\[ RH \quad [%] \]

Fig. 2. Panel (a) FLEXTTRA trajectories (48 h backward calculation) of air parcels arriving at Cabauw. The trajectories are color coded with the mean aerosol scattering enhancement \( f(RH=85\%,550nm) \) measured at the site. Panels (b)–(f) Example humidograms classified by the origin of the air masses. Dark blue circles denote averages of \( f(RH) \) for the hydration branch of the humidogram, while light blue circles are averages of the dehydration branch (2% RH bins). Underlined in grey are the individual humidograms of each trajectory. Error bars denote the standard deviation.

set on the period 4 July to 18 July 2009, because during this period all instruments were operating successfully (for the other periods the SMPS did not measure). Independent measurements of the chemical composition were not available for this study, but are needed to calculate the complex refractive index used in the Mie calculations. Therefore, an inversion of the dry scattering and absorption coefficients using the measured size distribution and Mie theory was done (assuming a 50 × 50 field of real and imaginary parts of the refractive index). With this inversion only a mean refractive index (representative for the entire aerosol size distribution) can be derived. This procedure is not a critical issue for the WetNeph closure itself because the closure will be done for a high RH (here, at 85%) as an example, where the particle’s refractive index will be close to that of water.

The retrieval of the refractive index showed additionally that the imaginary part anticorrelates well with the hygroscopic growth factor which is measured independently by the H-TDMA (\(R^2 = 0.51\), see Fig. 4). This shows that less hygroscopic particles at Cabauw are also characterized by an enhanced absorption, which indicates the presence of black carbon. A functional description (e.g. polynomial fit) can not be established due to the clear and strong presence of organic matter at Cabauw (Morgan et al., 2010), which is expected to lower the hygroscopic growth while having a minor influence on the refractive index (negligible imaginary part of the refractive index compared to BC, Nessler et al. 2005a). Therefore, an extrapolation to \(g = 1\) in order to estimate the imaginary part of BC can not be made without assumptions. The imaginary part versus the BC volume fraction showed a very good correlation \((R^2 = 0.96, m = 0.68V_{BC}/V_{tot} - 0.0013\) at 550 nm); an extrapolation to \(V_{BC}/V_{tot} \rightarrow 1\) would lead to an imaginary part of pure BC of \(\sim 0.7\), which is in accordance with literature values (see e.g. Bond and Bergstrom, 2006).

### 4.3 Closure study

To check for consistency within the aerosol in-situ measurements a closure study using Mie theory was performed. The main goal was to reproduce the WetNeph measurements using independent measurements of the hygroscopic growth factor (H-TDMA), the aerosol size distribution (SMPS and APS), the aerosol absorption (MAAP and aethalometer), and scattering properties (DryNeph). The Mie-based model is described in detail in Zieger et al. (2010). The focus was
Fig. 5. Panel (a) Scattering coefficient \( \sigma_{sp} \) calculated vs. measured using the hygroscopic growth factor measured by the H-TDMA. Panel (b)–(d) Scattering enhancement factor \( f(RH=85\%, 550\text{ nm}) \) calculated vs. measured values. Panel (b) The measured hygroscopic growth factor of the H-TDMA (dry diameter \( d_0 = 165 \) nm) has been used for the calculation, the color code denotes the ratio of \( g_{\text{Mic}}/g_{\text{HTDMA}} \).

The good correlation is not surprising since the imaginary part was retrieved using the BC measurements from the MAAP in conjunction with the size distribution and nephelometer measurements.

The hygroscopic growth factor \( g(RH) \) is measured by the H-TDMA at the dry diameters of 35, 50, 75, 110, and 165 nm. Since the H-TDMA measures at a constant RH = 90\%, the value of \( g(RH) \) for different RH was calculated using Eq. (2), where instead of the water activity \( a_w \) the relative humidity RH is used. The largest diameter is the most important one for the determination of the optical properties. The change of the size distribution at RH = 85\% was calculated assuming that particles larger than 165 nm have the same hygroscopic growth as the 165-nm-particles. The result for the wet scattering coefficient \( \sigma_{sp}(RH=85\%) \) is presented in Fig. 5a (the results are shown for \( \lambda = 550 \) nm and are similar for the other nephelometer wavelengths). For the linear regression a bivariate weighted fit according to York et al. (2004) as described in Cantrell (2008) with the assumption of a 10\% error in the measured (Anderson et al., 1996) and calculated scattering coefficients has been used. This method includes the uncertainties of both the \( x \) and \( y \) variables and allows the calculation of the uncertainties of the retrieved slope and intercept. The high correlation coefficient and the good linear relationship are clear indicators that the aerosol in-situ measurements are consistent with each other (at least for the investigated period). The slightly lower values of the calculated \( \sigma_{sp}(RH=85\%) \) can be explained by the fact that the H-TDMA measures only rather small particles and misses the coarse mode which might include large hygroscopic particles such as sea salt. This is also seen in the applied color code. While the H-TDMA measures particles with low hygroscopicity (e.g. \( g < 1.3 \), blue points) the measured values of \( \sigma_{sp}(RH=85\%) \) are larger than the calculated ones. One reason could be the presence of a mixture containing a polluted fine mode (e.g. soot) and a coarse mode consisting of sea salt, which can not be measured with the H-TDMA. The calculated \( f(RH=85\%) \) using the measured \( g(RH) \) of the H-TDMA is therefore lower than that derived from the measurements (see Fig. 5b).

Keeping the dry refractive index at a fixed value does not significantly change the agreement within this closure study. Despite the fact that the number size distribution dominates the magnitude of the calculated dry scattering coefficient the variation of the dry refractive index still has an influence. Taking e.g. \( m = 1.5291 + 0.024i \) at 550 nm (used in Fierz-Schmidhauser et al. (2010b) for polluted air at Mace Head, Ireland) gives \( y = (1.0 \pm 0.014)x + (2.2 \times \)
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10^{-7} \pm 2.4 \times 10^{-7}\text{m}^{-1} and $R^2=0.94$ for the comparison of the wet scattering coefficients to the calculated values (analog to Fig. 5a). For the comparison of the measured and calculated $f(\text{RH})$ using the growth factor of the H-TDMA (analog to Fig. 5b) gives a slightly lower agreement $y = (0.64 \pm 0.029)x + (0.57 \pm 0.078)$ and $R^2=0.61$.

To further demonstrate the effect of the limited size range of the H-TDMA measurements for the closure study, the hygroscopic growth factor was derived via Mie theory from the H-TDMA measurements (both at RH = 90%). The results are presented in Fig. 6 together with the hygroscopic growth factors measured with the H-TDMA (both at RH = 90%). While the correlation between both methods is quite good ($R^2 = 0.71$) and the agreement is good for certain periods, the WetNeph based $g_{\text{Mie}}(\text{RH})$ is generally slightly higher ($g_{\text{Mie}}(\text{RH}) = 1.3g_{\text{HTDMA}}(\text{RH}) - 0.4$ derived by an orthogonal linear regression), but there are certain periods where the differences increase substantially. These are most probably episodes with enhanced sea salt influence, as can be seen by an enlarged coarse mode measured by the APS and SMPS (see color code in Fig. 6).

The calculations were repeated using a fixed hygroscopic growth factor of $g(d_0, \text{RH}=90\%) = 1.48$ (mean campaign value for 165 nm) to demonstrate the effect of assuming a constant hygroscopic growth. The result is depicted in Fig. 5c. The calculated $f(\text{RH})$ values are clearly lower than the measured values of $f(\text{RH})$. The color code shows the $g(\text{RH})$ measured by the H-TDMA, which is high for the underestimated and low for the overestimated values of $f(\text{RH})$.

If $f(\text{RH})$ needs to be predicted, the chemical composition (especially the coarse mode composition) needs to be known. Fierz-Schmidhauser et al. (2010a) and Nessler et al. (2005a) used one mean growth factor to successfully predict $f(\text{RH})$ at the JFJ, but they were in a comfortable position that the aerosol coarse mode consisted only of non-hygroscopic mineral dust.

The question arises whether other continuously measured aerosol properties can be used as a proxy to estimate $f(\text{RH})$ or $g(\text{RH})$. $f(\text{RH})$ correlates poorly with other in-situ measured parameters as already shown in Fig. 3, but clearly correlates with $g(\text{RH})$. $g(\text{RH})$ on the other hand correlates well with the coarse mode and black carbon volume fraction. An empirical equation was retrieved from the available measurements

$$g(\text{RH} = 85\%) = b_1 + b_2 V_{BC}/V_{\text{tot}} + b_3 V_{\text{APS}}/V_{\text{tot}} + b_4 V_{\text{APPS}}/V_{\text{tot}}$$

with $b_1 = 1.38$, $b_2 = -1.64$, $b_3 = 0.35$, and $b_4 = -1.77$ and found to be the best suitable equation. The result of the $f(\text{RH})$ calculation using Eq. 9 for $g(\text{RH})$ compared to the measurements is presented in Fig. 5d. Although the variation is quite large, an improvement compared to the constant chemistry assumption is clearly seen. Nevertheless, these examples demonstrate the need for a full chemical analysis and measured size distribution to predict $f(\text{RH})$ if no humidified nephelometer (or at least H-TDMA) measurements are available.

### 4.4 Comparison to remote sensing data

The WetNeph measurements allow the determination of the ambient extinction coefficient, assuming that the absorption coefficient does not change with RH. This assumption can be made, because the scattering is the dominant part of the extinction (median $\omega_0 = 0.81$, 10th percentile $\omega_0 = 0.70$, 90th percentile $\omega_0 = 0.89$ at dry conditions for the entire campaign) and model studies for free tropospheric aerosol (although with a higher $\omega_0$) show that the effect of RH on the absorption coefficient (with respect to the extinction) is negligible (Nessler et al., 2005b). The extinction is then calculated as follows:

$$\sigma_{\text{Ep}}(\text{RH}) = c_p\left(f(\text{RH})\sigma_{\text{Sp}} + \sigma_{\text{Ap}}\right).$$

---

Fig. 6. Time series of the hygroscopic growth factor measured by the H-TDMA (black line) and retrieved from WetNeph, DryNeph, SMPS, APS measurements and Mie theory (red line). The color code denotes the coarse mode volume fraction measured by the APS and SMPS.
\(\sigma_{ep}\) and \(\sigma_{ap}\) are measured by the DryNeph and the MAAP and aethalometer under dry conditions. \(c_p\) is a correction factor for pressure and temperature differences (see below). All optical measurements were inter- or extrapolated to the relevant wavelength using the Ångström law (Eq. (5), with \(\sigma_{ep}\)). \(\alpha_{ap}=0.84\) was assumed for periods without aethalometer measurements which represents the mean value measured until the 6th of July by the aethalometer at the site. The assumption of a constant value of \(\alpha_{ap}\) is justified in our case due to the low variation of the measured value (10th percentile: 0.71, 90th percentile: 0.98) and due to the negligible impact of \(\alpha_{ap}\) on the ambient extinction coefficient where the scattering is the clearly dominant part (e.g. taking 1 or 1.5 as a fixed value for \(\alpha_{ap}\) would increase the ambient extinction coefficient only by a factor of 1.002 or 1.01, respectively). \(f(RH)\) was interpolated assuming a linear relationship. Time periods with RH \(>95\%\) were ignored, due to the uncertainty in the parameterization of \(f(RH)\) at very high RH values (e.g. \(f(RH)\) \(\to \infty\) for RH \(\to 100\%\)). \(c_p = p(h)T_0/p_0T(h)\) accounts for pressure and temperature differences inside \(\left(p_0, T_0\right)\) and outside \(\left(p(h), T(h)\right)\) the nephelometer. For the calculation of \(p(h)\) the barometric formula was used, where \(h\) is the height of the RH measurement. This is mainly of importance for the comparison to the MPI measurements where the measured extinction coefficient is a mean value for a varying layer height \((20–5000\, m)\). At the Cabauw tower, the temperature and dew point (from which the RH can be derived via the Magnus formula) are continuously measured at 10, 20, 40, 80, 140, and 200 m. For the MPI comparison the temperature and RH profiles were taken from the operational weather forecast model COSMO (based on assimilated data, see http://www.cosmo-model.org/). It was assumed that the aerosol type and concentration are constant with altitude and only RH is changing. Only the retrievals at the lowest height level of the remote sensing instruments were compared to in-situ measurements.

### 4.4.1 MAX-DOAS

For comparison with the in-situ measurements, aerosol extinction coefficient from the lowermost layer of the MAX-DOAS profiles from BIRA, IUPHD and JAMSTEC are used. BIRA and IUPHD retrievals use a layer thickness of 200 m, whereas from the JAMSTEC retrieval with a layer height of 1 km, an extinction coefficient representative for the lowermost 200 m has been estimated by assuming an exponentially decreasing extinction profile. In the MPI retrieval a mean aerosol extinction coefficient in the boundary layer is estimated by retrieving the layer height and the aerosol optical thickness. The \(f(RH)\) value was calculated for each available RH measurements of the tower (for MPI taken from the COSMO model), and a mean value was then calculated using Eq. (10). For the correction factor \(c_p\), the pressure was taken from ground based measurements (and taking the barometric height formula for the height dependency) and the temperature was measured next to the RH sensors (for MPI again the COSMO data was used). It should be pointed out that the comparison of the lowest MAX-DOAS extinction coefficient with in-situ measurements is of special interest since the MAX-DOAS retrieval has its highest sensitivity at the ground (Frieß et al., 2006) while LIDAR measurements are usually challenged with the overlap problem at low altitudes. In a recent study (Li et al., 2010), good agreement was found between aerosol extinction coefficients retrieved from MAX-DOAS and surface in-situ measurements. MAX-DOAS aerosol extinction coefficient profiles have only been compared in very few studies with other independent profiling techniques. Irie et al. (2008, 2009) made comparisons between lower-tropospheric vertical profiles retrieved from the JAMSTEC MAX-DOAS and coincident LIDAR observations at Tsukuba, Japan. They found reasonable agreement for layers of 0-1 and 1-2 km to within 30% and 60%, respectively, for most cases. However, these very few studies also show the need for further independent validation studies like the one presented here.

In Fig. 7 an example measurement of 24 June 2009 is seen. This day was characterized by almost entirely cloud free conditions in the morning and was classified as one of the golden days during CINDI (Roscoe et al., 2010). This is also reflected in the LIDAR measurement (Fig. 7a), which showed the appearance of cirrus clouds at around 10:00 a.m. and low level clouds at around 11:30 a.m. The agreement between MAX-DOAS and in-situ is good during the forenoon, which was characterized by high ambient RH values, which were decreasing until noon (see color code of ambient in-situ values in Fig. 7b–e); concurrently the extinction was decreasing within all measurements. From approximately 10:30 a.m. (12:00 p.m. for IUPHD) the MAX-DOAS and ambient in-situ values of \(\sigma_{ep}\) were diverging. This was coincident with an increase of the planetary boundary layer height and the appearance of low level clouds (see LIDAR measurement in Fig. 7a), while the surface values of RH (between 0-200 m) stayed below 70%. The comparison of the aerosol optical depth (AOD), which is the integral of \(\sigma_{ep}\) over the vertical column, retrieved by the MAX-DOAS and measured by a Cimel sun photometer showed good agreement during the entire day, although this is just a columnar value being compared and gives no information on the true profile shape (further details in Frieß et al., 2011).

Figures 8 and 9 display the comparison of the entire data set, for the time periods given in Table 1. All MAX-DOAS instruments detect generally a higher extinction coefficient than the in-situ measurements. The slope of the applied bi-variate linear regression (Cantrell, 2008; York et al., 2004) varies from 2.9 (IUPHD), 3.4 (JAMSTEC) to 3.4 (BIRA, with sun photometer (Cimel) used as input values). The MPI MAX-DOAS shows a lower slope (1.5), but has to be treated with care since the retrieval height varied and RH profiles were taken from a re-analyzed weather model (COSMO). All comparisons are well correlated \(R^2 = 0.62\) to 0.78. An
Table 2. Results of an orthogonal linear regression (using weights) between ambient in-situ and MAX-DOAS extinction coefficients for the time periods given in Table 1. Values in parenthesis are for time periods when all four MAX-DOAS instruments were measuring in parallel.

<table>
<thead>
<tr>
<th></th>
<th>BIRA with Cimel</th>
<th>BIRA with in-situ</th>
<th>IUPHD</th>
<th>JAMSTEC</th>
<th>MPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope</td>
<td>3.4 (2.9)</td>
<td>2.7 (2.4)</td>
<td>2.9 (2.2)</td>
<td>3.4 (2.6)</td>
<td>1.5 (1.2)</td>
</tr>
<tr>
<td>Error</td>
<td>0.06 (0.08)</td>
<td>0.04 (0.06)</td>
<td>0.05 (0.06)</td>
<td>0.06 (0.09)</td>
<td>0.08 (0.2)</td>
</tr>
<tr>
<td>Intercept</td>
<td>−1.6 × 10⁻⁵ (−2.4 × 10⁻⁵)</td>
<td>−8.2 × 10⁻⁶ (−1.3 × 10⁻⁵)</td>
<td>−1.2 × 10⁻⁵ (1.2 × 10⁻⁵)</td>
<td>−2.9 × 10⁻⁶ (1.4 × 10⁻⁵)</td>
<td>4.6 × 10⁻⁵ (4.3 × 10⁻⁵)</td>
</tr>
<tr>
<td>Error intercept</td>
<td>2 × 10⁻⁶ (3 × 10⁻⁵)</td>
<td>1 × 10⁻⁶ (2 × 10⁻⁵)</td>
<td>2 × 10⁻⁶ (4 × 10⁻⁶)</td>
<td>2 × 10⁻⁶ (3 × 10⁻⁶)</td>
<td>8 × 10⁻⁶ (2 × 10⁻⁶)</td>
</tr>
<tr>
<td>No. of points</td>
<td>404 (124)</td>
<td>362 (132)</td>
<td>830 (177)</td>
<td>629 (96)</td>
<td>642 (194)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.78 (0.79)</td>
<td>0.81 (0.83)</td>
<td>0.66 (0.76)</td>
<td>0.74 (0.75)</td>
<td>0.62 (0.72)</td>
</tr>
</tbody>
</table>

Fig. 7. Example day 24 June 2009 (golden day). Panel (a) Range corrected signal (RCS) at 1064 nm measured by the RIVM backscatter and the CAELI LIDAR. Panels (b)–(e) Time series of the aerosol extinction coefficient retrieved by MAX-DOAS instruments (black line) compared to in-situ measurements (red line: dry in-situ extinction coefficient, grey line: ambient value at the RH denoted in the color coded dots).

Overview of the coefficients retrieved from the orthogonal linear fit and the correlation is found in Table 2. Slope and $R^2$ improve slightly if only identical time periods (when all four MAX-DOAS instruments were measuring at the same time) are being compared, although the number of comparable points is largely reduced (see Table 2). A distinct number of points show a good agreement and are located on the 1:1-line. The color code in Fig. 8 reveals that these are times with a low aerosol optical depth (data from the AERONET sun photometer measurement, level 2.0). Figure 9 shows the same comparison, but with the planetary boundary layer (PBL) height as color code. The PBL height is measured by a ceilometer (Vaisala, Model LD-40; for details concerning the algorithm see de Haij et al., 2007, 2010). The points with better agreement show a low PBL height.

Figure 10 illustrates the comparison of the MPI measurement, where the layer height is kept variable during the retrieval. The agreement improves with decreasing layer height despite the assumptions that had to be made (well mixed aerosol layer, same aerosol type, RH from COSMO).

The error bars of the ambient in-situ extinction coefficient in Figs. 7–10 were derived from Gaussian error propagation assuming a 10% uncertainty of the nephelometer (Anderson et al., 1996) and a 12% uncertainty of the MAAP (Petzold and Schönlinner, 2004).
Fig. 8. Ambient extinction coefficient retrieved by MAX-DOAS vs. in-situ measurements brought to ambient conditions. The color code denotes the AOD measured by the Cimel sun photometer (AOD interpolated in accordance with the appropriate wavelength; grey points are times with no sun photometer measurements). The solid black line represents a bivariate linear regression including weights (with calculated uncertainty of slope and intercept). The dashed line is the 1:1-line.

Fig. 9. Same as Fig. 8, but here the color code denotes the planetary boundary layer height measured by the ceilometer (grey points: no quality assured PBL data available).
For the BIRA and IUPHD retrieval the error bars represent the sum of the noise and smoothing error. Forward model errors were not considered here (Rodgers, 2000; Frieß et al., 2006; Clémer et al., 2010). For the JAMSTEC retrieval the errors have been quantified by the retrieval covariance matrix, which is defined to represent the sum of the smoothing error and the retrieval noise error (Rodgers, 2000). For the MPI retrieval so far no full error assessment was implemented, and the errors were assumed to be $0.25\sigma_{ep} + 0.05 \times 10^{-3} \text{ m}^{-1}$.

As already mentioned, BIRA uses the values of the asymmetry factor and the single scattering albedo inverted from sun photometer measurements in their standard retrieval. The comparison improves if in-situ measurements (at ambient conditions) of the asymmetry factor and the single scattering albedo are taken as input parameters (see Table 2). This however can be caused by the large uncertainty of the single scattering albedo and the asymmetry factor retrieved from AERONET at low AOD.

The following hypotheses concerning the disagreement are being made. On the in-situ side:

- Particle losses due to impaction or diffusion in the inlet system
- Underestimation of the measured extinction due to the PM10 size cut
- Parameterization of $f(RH)$ (Eq. (8), large errors for RH > 90%)

On the MAX-DOAS side:

- BIRA, JAMSTEC, IUPHD: systematic overestimation of the lowest level (0–200 m). The most probable explanation for this finding is that due to the limited vertical resolution of the retrievals, the presence of aerosol at higher altitudes (>200 m) might result in an overestimation of the lowest level of $\sigma_{ep}$. In addition, in the case of an uplifted aerosol layer with a strong vertical gradient near the surface, the vertical resolution of about...
The influence of clouds was tested by comparing only data points for which AERONET AOD measurements (level 2.0) were available (other time periods were excluded in the AERONET data processing due to the presence of clouds). No clear improvement could be observed; therefore the influence of clouds is believed not to be the main cause for this disagreement.

The smaller slope of the regression line for the MPI measurements could indicate that the coarser resolution with more simplified assumptions is a more robust retrieval. It should, however, also be noted that the scatter and the y-axis intercept for the MPI retrieval is larger than for the other retrievals.

The comparison was also tested against other parameters like the ambient RH (to check the validity of the \( f(\text{RH}) \) parameterization), the aerosol mean diameter (to check for dependencies concerning the size dependent losses), the wind direction, and the single scattering albedo (to check for aerosol type dependencies). No clear dependency was found. With this and with the favorable results from the closure study in mind (Sect. 4.3), we assume that the in-situ measurements are not the main reason for the disagreement and only a certain percentage (possibly <10–30%) can be explained through errors in the in-situ data.

### 4.4.2 LIDAR

Due to the long averaging times, only 22 profiles (within the period 23 June–20 September, averaging time 1.85±0.5 h (mean ± standard deviation) of the aerosol extinction coefficient measured by the CAELI LIDAR could be compared to the in-situ measurements. The aerosol extinction coefficient (at 355 nm) can be measured directly using the Raman channel above approximately 750 m. The backscatter signal, retrieved using the Raman method, starts at approximately 60 m and can be used to extrapolate the direct measurement of \( \sigma_{\text{ep}} \), if an appropriate LIDAR ratio LR (Eq. 7) is assumed. Instead of an educated guess, the measured LR of the upper layers between 700 and 1700 m was determined (mean values for 200 m thick levels) and multiplied with the backscatter signal.

An example day is presented in Fig. 11. The extinction is directly measured above ~750 m (black line). The LR of the upper layers increase with height from LR=37 to LR=48 (due to changing RH and/or aerosol type changes or lower signal to noise ratio). These values are used to calculate \( \sigma_{\text{ep}} \) by multiplying the backscatter signal with the LR. The in-situ values at dry (black square) and at ambient conditions at the RH measurement of the tower (color coded circles) are also shown. The large RH gradient results in a strong increase of \( \sigma_{\text{ep}} \) concurrently determined indirectly from both the in-situ aerosol measurements and the LIDAR measurements.

The LR values are within the range as e.g. modeled by Ackermann (1998) for marine (LR=10–25 between RH=0–99%) or continental aerosol (LR=40–70 between RH=0–99%) or as observed by Müller et al. (1997) for urban haze in central Europe (LR=58±12). As mentioned above, the LR depends besides the aerosol composition also strongly on the RH. To illustrate the effect of RH on the LR measured here, the LR of the individual layer versus the layer RH is shown in Fig. 12a. The RH-profiles were taken from a re-analyzed weather model (COSMO). One can observe that for most of the cases the LR increases with increasing RH, similar to the model results of Ackermann 1998 or the measurements of Salemink et al. (1984). Of course, also the aerosol type might change with altitude which can not be excluded here.

The LR of the lowest possible height level was multiplied with the mean backscatter coefficient measured between (~60–200m) to retrieve a mean extinction coefficient for the ground (see Eq. 7). In addition, the individual retrieved LR-RH-relationships (see Fig. 12a) were used to calculate (interpolate) the LR for the mean RH measured at the...
ground. With this method only 15 profiles could be compared since the no extrapolation was performed. The result is shown in Fig. 12b. The error bars denote the range of the retrieved extinction coefficient taking the maximum and minimum value of the measured LR to calculate $\sigma_{ep}$ at the ground.

Orthogonal linear regressions (without weights) revealed that the LIDAR retrieved $\sigma_{ep}$ were about $\sim 1.7$–1.8 higher compared to the ambient in-situ values. There is no large difference if the LR interpolated to the ground RH (instead of the LR from the lowest layer) is being used, which indicates that the LR of the lowest level has been a good estimate for the LR at the ground (at least for most of the cases). Both sets of $\sigma_{ep}$ are well correlated to the ambient in-situ values ($R^2 = 0.82$–0.96). Nighttime measurements showed to have a better agreement (slope 1.12, $R^2 = 0.96$) compared to daytime measurements, which might be due to lower noise in the LIDAR measurements during nighttime. However, this improvement has to be treated with care since only 6 profiles were measured during nighttime.

5 Conclusions

In this study, the influence of water uptake on the aerosol extinction coefficient was investigated during a 4-month campaign at the Cabauw field station (The Netherlands) using direct measurements of aerosol optical and micro-physical properties. While the scattering coefficient was measured as a function of RH, the absorption coefficient was measured dry and assumed not to change with RH. The scattering enhancement factor $f(RH)$ was found to be highly variable ($f(RH)$ varied between $\sim 1.4$ and $3.8$ at $RH = 85\%$) and dependent on the air mass origin. Continental aerosol showed a lower scattering enhancement possibly due to anthropogenic pollution and lower sea salt content. Hysteresis was observed only during some very few events, when the air masses arrived directly from the oceans. The best quantity to estimate $f(RH)$ from other continuous in-situ measurements was found to be the hygroscopic growth factor measured e.g. by a H-TDMA. The use of the scattering Ångström exponent did not correlate well with $f(RH)$ due to the large variability in the chemical composition. This makes a simple prediction of $f(RH)$ at Cabauw, in contrast to other sites (e.g. Jungfraujoch), quite difficult. Here, continuous measurements of $f(RH)$ and/or better chemical composition measurements would be desirable to better relate dry measured values to the ambient ones. A closure study, which relied on the measured size distribution and the hygroscopic growth, showed the consistency of the aerosol in-situ measurements. The imaginary part of the retrieved complex refractive index was found to correlate well with the hygroscopic growth factor of the HTDMA, which means that more absorbing particles grow less. As a proof of concept, the in-situ measurements were compared with remote sensing data from MAX-DOAS and LIDAR measurements. A good correlation was found between in-situ and MAX-DOAS measurements. For certain cases (low AOD and low PBL height) good agreement was found, but for most of the time MAX-DOAS retrieved a $\sim 1.5$–3.4 higher extinction coefficient. Differences could have been caused by e.g. particle
losses in the inlet system (all remote-sensing instruments were measuring generally higher extinction) or by the fact that the limited vertical resolution of the MAX-DOAS retrieval overestimated the extinction in the lowest layer when lofted layers were present. In addition, the MAX-DOAS retrieval could have been influenced by the horizontal aerosol gradient, which could have exhibited large variations. The smaller slope of the regression line for the MPI measurements could indicate that the coarser resolution with more simplified assumptions is a more robust MAX-DOAS aerosol retrieval. Lidar and in-situ comparison found to be in better agreement, although the direct measurement of the ambient extinction coefficient started from an altitude above 750 m. Extrapolation with the backscatter signal showed a good correlation ($R^2 = 0.82 - 0.85$) and a higher extinction compared to in-situ (slope of 1.69-1.76), which improved (slope of 1.12, $R^2 = 0.96$) if only nighttime measurements were compared.
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