Evaluation of urban surface parameterizations in the WRF model using measurements during the Texas Air Quality Study 2006 field campaign
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Abstract. The performance of different urban surface parameterizations in the WRF (Weather Research and Forecasting) in simulating urban boundary layer (UBL) was investigated using extensive measurements during the Texas Air Quality Study 2006 field campaign. The extensive field measurements collected on surface (meteorological, wind profiler, energy balance flux) sites, a research aircraft, and a research vessel characterized 3-dimensional atmospheric boundary layer structures over the Houston-Galveston Bay area, providing a unique opportunity for the evaluation of the physical parameterizations. The model simulations were performed over the Houston metropolitan area for a summertime period (12–17 August) using a bulk urban parameterization in the Noah land surface model (original LSM), a modified LSM, and a single-layer urban canopy model (UCM). The UCM simulation compared quite well with the observations over the Houston urban areas, reducing the systematic model biases in the original LSM simulation by 1–2°C in near-surface air temperature and by 200–400 m in UBL height, on average. A more realistic turbulent (sensible and latent heat) energy partitioning contributed to the improvements in the UCM simulation. The original LSM significantly overestimated the sensible heat flux (∼200 W m⁻²) over the urban areas, resulting in warmer and higher UBL. The modified LSM slightly reduced warm and high biases in near-surface air temperature (0.5–1 °C) and UBL height (∼100 m) as a result of the effects of urban vegetation. The relatively strong thermal contrast between the Houston area and the water bodies (Galveston Bay and the Gulf of Mexico) in the LSM simulations enhanced the sea/bay breezes, but the model performance in predicting local wind fields was similar among the simulations in terms of statistical evaluations. These results suggest that a proper surface representation (e.g. urban vegetation, surface morphology) and explicit parameterizations of urban physical processes are required for accurate urban atmospheric numerical modeling.

1 Introduction

Cities occupy less than 0.1% of the whole Earth’s surface, but about 50% of total population inhabits cities. In North America about 80% of the population lived in urbanized areas in 2003. It is expected that sixty percent of the global population will reside in urban areas by 2030 (UN, 2004). Due to the concentration of human activities, most anthropogenic greenhouse gases (e.g. CO₂), air pollutants, and anthropogenic heat are released from cities, significantly influencing local weather and climate (Crutzen, 2004). Furthermore, population agglomeration in cities makes inhabitants vulnerable to the meteorological and environmental changes such as global/urban warming and poor air quality. Therefore accurate forecasts of local weather and air quality and regional climate change within cities are of primary importance to cope with the issues associated with urbanization.

Urban surfaces are largely composed of artificial buildings and paved roads, therefore clearly distinguished from natural surfaces (e.g. grassland, forest) by mechanical, radiative,
thermal, and hydraulic properties. These characteristics in urban morphology can be involved in various urban physical processes such as in-canyon radiative transfer, turbulence exchanges of momentum, mass, and heat in and above the canyon, and thermal conduction at artificial surfaces. The structures of an urban boundary layer (UBL) are influenced by the urban physical processes and their complicated interactions. Many field measurements in various cities in the world have shown characteristic features of mean flow, turbulence, thermodynamic structures of the UBL (e.g. Dupont et al., 1999; Allwine et al., 2002; Mestayer et al., 2005; Rotach et al., 2005).

Urban numerical modeling has progressed to reproduce the physical processes in an urban area and resultant UBL structures based on the measurements. Generally, an urban patch in land surface models has been represented in an approach similar for vegetated surfaces employing a “big leaf” concept (e.g. Deardorff, 1978; Sellers et al., 1996; Dickinson et al., 1996; Walko et al., 2000). These traditional approaches mainly focused on the representation of natural surfaces. Recently, urban canopy models have been developed with an explicit representation of urban morphology and parameterizations of the associated physical processes (e.g. Masson, 2000; Kusaka et al., 2001; Martilli et al., 2002; Lee and Park, 2008; Oleson et al., 2008). In these models, the urban physical processes (e.g. in-canyon radiative transfer, turbulence momentum and heat exchanges) are explicitly calculated and interact. Moreover, various urban surface types can be easily represented by different morphological and physical parameters in the models. An intercomparison study of urban surface parameterizations describes current urban canopy models and their performance in simulating surface energy balance fluxes in a stand-alone version (Grimmond et al., 2010).

The WRF (Weather Research and Forecasting Version 3.1) used in this study is a three dimensional, compressible, and non-hydrostatic meteorological model (Skamarock et al., 2008). Three urban surface parameterizations with different complexities are implemented in the WRF model, namely the bulk urban parameterization (Liu et al., 2006), the single-layer urban canopy model (UCM) (Kusaka et al., 2001), and the multi-layer UCM (Martilli et al., 2002). The multi-layer UCM has the most sophisticated parameterizations of urban physical processes, and requires the most detailed urban morphological representation for input parameters. The scheme is able to resolve the urban canopy layer and the urban roughness sublayer affected directly by urban buildings. In this study, the bulk urban parameterization, its modification for application to Houston, and the single-layer UCM are evaluated; details of these parameterizations are presented in Sect. 2.2.

In combination with the urban surface parameterizations, the Yonsei University (YSU) scheme (Hong et al., 2006) is used in calculating vertical turbulent mixing of momentum and scalars. The YSU scheme has been widely applied to meteorological and environmental simulations due to its reasonable performance in a well-mixed atmospheric boundary layer (ABL) and computational efficiency (e.g. Fast et al., 2006). The YSU scheme in WRF Version 3.1 includes several modifications for a better representation of vertical turbulent mixing in the stable boundary layer (SBL) (Hong, 2010). One noticeable modification is that a parabolic functional form is used in the calculation of eddy diffusivity, similar to the case of the convective boundary layer. Another modification is that the critical bulk Richardson number ($R_{bcr}$) applied to water patches is determined as a function of the surface Rossby number following Vickers and Mahrt (2004), instead of using a constant $R_{bcr}$ of 0.25.

The performance in predicting the UBL using different urban surface parameterizations is quantitatively compared using extensive observations of near-surface meteorology, wind profiles, surface energy balance fluxes, and ABL heights collected during the Texas Air Quality Study field campaign in 2006 (TexAQS 2006) (Parrish et al., 2009). The extensive observations allow the urban surface parameterizations to be faithfully evaluated for the Houston metropolitan area, which will give clues for the improvement of the model performance in local weather forecasting and/or air-quality simulations. The model’s performance is also evaluated in the areas of Galveston Bay and the Gulf of Mexico due to the existence of complicated interactions by sea/bay breezes and urban-induced circulations, characterizing flow patterns of the Houston-Galveston Bay area (Banta et al., 2005; Tucker et al., 2010). There were several numerical simulations conducted for the Houston area (e.g. Bao et al., 2005; Fast et al., 2006; Cheng and Byun, 2008), but the performance of an UCM in predicting the UBL evolution and the associated air-quality has not been tested with high fidelity. We will address the impact of the UCM on the simulation of local meteorology over the Houston metropolitan area by comparing the performance of three different urban surface parameterizations.

This paper is presented as follows, Sect. 2 describes the WRF meteorological model, its configuration for the simulations, and the urban surface parameterizations evaluated. Section 3 addresses the observations used for the evaluation of the model performance. Comparison results between the observations and the model simulations are presented in Sect. 4. A summary and conclusions follow in Sect. 5.

2 Model description and configuration

2.1 WRF model and configuration

The WRF model is configured with two domains for the simulations. The coarse domain has a $246 \times 164$ mesh with horizontal resolution of $20\text{km}$ covering the whole United States (Fig. 1). The nested domain has a $226 \times 231$ mesh of $4\text{km}$ horizontal grid spacing covering the Houston-Galveston area and Dallas in Texas. The vertical grid is composed of 35
Table 1. Experimental setup for the WRF simulations.

<table>
<thead>
<tr>
<th>Category</th>
<th>Setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shortwave radiation</td>
<td>Goddard scheme</td>
</tr>
<tr>
<td></td>
<td>Chou and Suarez (1994)</td>
</tr>
<tr>
<td>Longwave radiation</td>
<td>RRTM Mlawer et al. (1997)</td>
</tr>
<tr>
<td>Turbulence</td>
<td>YSU scheme Hong et al. (2006)</td>
</tr>
<tr>
<td>Land surface process</td>
<td>Noah LSM (UCM)</td>
</tr>
<tr>
<td></td>
<td>Chen and Dudhia (2001)</td>
</tr>
<tr>
<td>Grid-scale clouds</td>
<td>Lin scheme Lin et al. (1983)</td>
</tr>
<tr>
<td>Subgrid-scale clouds</td>
<td>Grell-Devenyi scheme</td>
</tr>
<tr>
<td></td>
<td>Grell and Devenyi (2002)</td>
</tr>
<tr>
<td>Horizontal spacing</td>
<td>D1: Δx=Δy=20 km (246×164)</td>
</tr>
<tr>
<td></td>
<td>D2: Δx=Δy=4 km (226×231)</td>
</tr>
<tr>
<td>Vertical spacing</td>
<td>35 full sigma levels with variable Δσ</td>
</tr>
<tr>
<td>Lowest level:</td>
<td>~20 m, model top level: 50 hPa</td>
</tr>
</tbody>
</table>

Full sigma levels (15 sigma levels below 2 km) stretching from near surface (~20 m at the first half sigma level) to the model top (50 hPa). A one-way nesting approach (Skaamarock et al, 2008) is applied for the simulations. The Goddard shortwave radiation scheme (Chou and Suarez, 1994) and the RRTM (Rapid Radiative Transfer Model) longwave radiation scheme (Mlawer et al., 1997) are used. Grid-scale clouds are resolved using the Lin scheme (Lin et al., 1983), while subgrid-scale convective clouds for the coarse domain are parameterized by the Grell-Devenyi ensemble scheme (Grell and Devenyi, 2002). The experimental setup of the WRF model for the simulations is listed in Table 1.

Three simulations using different urban surface parameterizations are conducted for a summertime period of 12–17 August 2006 during the TexAQS 2006 field campaign. The WRF model is integrated continuously during the simulation period, starting from 00:00 UTC 11 August 2006 for a one-day spin-up simulation. The National Centers for Environmental Prediction (NCEP) Global Forecast System (GFS) model analysis data (horizontal resolution of 1°×1°) with 6-h intervals are used as meteorological initial and boundary conditions. Sea surface temperatures in Galveston Bay and the Gulf of Mexico are taken from the NCEP GFS data, being held constant as initial conditions during the simulation period. The soil moistures are also initialized using the NCEP GFS data. The analysis is focused on the Houston-Galveston Bay area (Fig. 2).

2.2 Urban surface parameterizations

2.2.1 Bulk urban parameterization

The Noah land surface model (LSM) (Chen and Dudhia, 2001) provides physical bottom boundary conditions to the WRF model, calculating turbulence exchanges of momentum, mass, and energy between the surface and the underlying atmosphere for governing equations and surface temperature (skin temperature), albedo, and emissivity for radiative transfer equations. The land surface at each grid cell is represented by land-use (vegetation) and soil, for which the LSM has 24 categorized land-use types and 16 soil textural types. Each land-use type is characterized by the physical and aerodynamic parameters such as surface roughness length and displacement height, albedo, emissivity, green

Fig. 1. Configuration of the WRF model domains. Horizontal resolution of the outer domain is 20 km with a mesh of 246×164. The inner domain has a horizontal resolution of 4 km with a mesh of 226×231.

Fig. 2. Spatial distribution of dominant land-use types around the Houston-Galveston Bay area in the nested domain. The geographical locations of surface (meteorological) sites (solid diamond), radar wind profilers (solid star with a site name), and surface energy balance flux sites (solid circle with a site name) are shown.
vegetation fraction, and leaf area index (LAI), while each soil textural type is characterized by the parameters such as soil heat conductivity and diffusivity, maximum soil moisture content, and wilting point soil moisture. Therefore, the prescribed values of the parameters, depending on land-use and soil type, are used in computing the turbulence exchanges in a model grid cell.

The bulk urban parameterization is based on the traditional approach, namely that the physical parameterization for an urban patch is identical to that for vegetation types (Lie et al., 2006). The LSM does not parameterize urban physical processes explicitly, but it aims to reproduce resultant urban effects by modifying the prescribed values of vegetation and soil parameters for an urban patch. In the original LSM the green vegetation fraction and LAI are, for example, set to the values of 5% and 1 m$^2$ m$^{-2}$, respectively, for the urban classification. These values are very low compared to those for other vegetation types. The modulation parameters for moisture transfer from vegetation and soil to the atmosphere (Chen and Dudhia, 2001) are set to have a high resistance (Table 2). Soil thermal inertia ($\kappa C$)$^{1/2}$, where $\kappa$ is the thermal conductivity and $C$ is the volumetric heat capacity, is set to a relatively large value of 3120 J m$^{-2}$ K$^{-1}$ s$^{-1/2}$ to represent large heat storage at urban artificial surfaces. This approach has been used for simulations of the UBL in mesoscale meteorological models (Liu et al., 2006; Lo et al., 2007). However, the original LSM using those prescribed parameter values can significantly suppress latent heat flux, but enhance sensible heat and storage heat fluxes for urban areas with a large amount of urban vegetation. Consequently, the LSM may exaggerate the urban heat island intensity.

Like many cities in the US, the Houston metropolitan area has a large fraction of vegetation (over 20%) within the urban area (Cheng and Byun, 2008). However, the original LSM in WRF cannot accurately consider the effects of the urban vegetation due to significant suppression of hydrological processes. Therefore, the physical parameters for the urban land-use type need to be modified for the simulation of the Houston area. The LSM is modified focusing on the enhancement of transpiration by urban vegetation. The canopy transpiration is calculated using a resistance approach (Jacquemin and Noilhan, 1990). The stomatal resistance for transpiration is controlled by the atmospheric conditions surrounding vegetation and the soil moisture availability (wetness) as

$$ R_s = \frac{R_{s\,\text{min}}}{(\text{LAI})F_1 F_2 F_3 F_4}, $$ (1)

where $F_1$, $F_2$, $F_3$, and $F_4$ represent the adjustment factors depending on incoming solar radiation, vapor pressure deficit, air temperature, and soil moisture availability, respectively. These factors are limited to the range between 0 and 1. Here $R_{s\,\text{min}}$ is the minimum stomatal resistance depending on vegetation type. The adjustment factors $F_1$ and $F_2$ are formulated by

$$ F_1 = \frac{R_{s\,\text{min}}/R_{s\,\text{max}} + f}{1 + f}, $$ (2)

where

$$ f = 0.55 \frac{R_g}{R_{gl} \, \text{LAI}}^2, $$ (3)

and

$$ F_2 = \frac{1}{1 + h_s \left[ q_s(T_a) - q_a \right]}, $$ (4)

where $R_{s\,\text{max}}$ is the maximum stomatal resistance for leaves and is set to 5000 s m$^{-1}$. $R_g$ is the incoming solar radiation at the surface and the factor of 0.55 is used for the photosynthetically active radiation, $R_{gl}$ is a limit value depending on vegetation type, $h_s$ is a non-dimensional coefficient, $q_s(T_a)$ is the saturated water vapor mixing ratio at the air temperature $T_a$, and $q_a$ is the water vapor mixing ratio of the air around vegetation. More details of the parameterizations can be referred in Chen and Dudhia (2001).

In the modified LSM for the simulation of the Houston area, the green vegetation fraction is assigned as 25% according to the estimation based on high-resolution land-use data (Cheng and Byun, 2008), and the value of LAI is set to 4 m$^2$ m$^{-2}$. Three parameters for stomatal resistance ($R_{s\,\text{min}}$, $R_{gl}$, and $h_s$) are changed with the values similar to those for a natural vegetation type, while the wilting point of soil moisture $W_{\text{wilt}}$ for an urban patch is reduced from 0.4 m$^3$ m$^{-3}$ to 0.15 m$^3$ m$^{-3}$. This modification reproduces the effects of urban vegetation by enhancing transpiration process. The original and modified parameters in the LSM are listed in Table 2. Cheng and Byun (2008) applied a similar modification to the simulation of the Houston area, in which anthropogenic moisture sources were additionally considered to represent urban vegetation effects.

Table 2. Land surface model parameters used for simulations in the Houston metropolitan area. Vegetation fraction represents “green vegetation fraction” in LSM.

<table>
<thead>
<tr>
<th></th>
<th>Veg. frac. (%)</th>
<th>LAI (m$^2$ m$^{-2}$)</th>
<th>$R_{s,\text{min}}$ (s m$^{-1}$)</th>
<th>$R_{gl}$ (W m$^{-2}$)</th>
<th>$h_s$</th>
<th>$W_{\text{wilt}}$ (m$^3$ m$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original LSM</td>
<td>5</td>
<td>1</td>
<td>400</td>
<td>999</td>
<td>999</td>
<td>0.40</td>
</tr>
<tr>
<td>Modified LSM</td>
<td>25</td>
<td>4</td>
<td>200</td>
<td>100</td>
<td>36.25</td>
<td>0.15</td>
</tr>
</tbody>
</table>

$W_{\text{wilt}}$ represents the volumetric heat capacity, where $F_1$, $F_2$, $F_3$, and $F_4$ represent the adjustment factors depending on incoming solar radiation, vapor pressure deficit, air temperature, and soil moisture availability, respectively.
2.2.2 Single-layer urban canopy model

Unlike the bulk urban parameterization, the single-layer UCM (hereafter the UCM for simplicity) explicitly parameterizes in-canyon radiative transfer, turbulence exchanges of momentum, heat, and moisture between the urban surface and the overlying atmosphere, and substrate heat conduction (Chen et al., 2011), using a simple 2-dimensional canyon concept (Oke and Cleugh, 1987). The radiation trapping effect within canyons is parameterized using the sky-view factor, albedo, and emissivity at the wall and road surfaces. Surface temperatures at the artificial surfaces (roof, wall, and road) are predicted by solving the thermal conduction equations. Sensible heat flux at each facet is explicitly calculated using the surface temperatures and the canopy air temperature. The urban canopy air temperature is calculated diagnostically based on a local thermal equilibrium assumption, while the in-canyon wind speed used in the calculation of the sensible heat fluxes is estimated by a combination of logarithmic profile (above mean building height) and exponential profile (within the canyon). The turbulent momentum and heat exchange over urban surfaces is calculated using the Monin-Obukhov similarity theory. Detailed formulations can be found in Kusaka et al. (2001).

The UCM considers subgrid-scale inhomogeneous surface fluxes using a “tile” approach (Avissar and Pielke, 1989; Chen et al., 2004). Namely, total surface flux for an urban grid cell is calculated by

\[ F = f_U F_U + (1 - f_U) F_N, \]

where \( f_U \) is the fractional coverage of artificial urban surface, and \( F_U \) and \( F_N \) indicate the surface fluxes calculated from the UCM for the artificial surface and from the LSM for the natural surface, respectively. In a similar way, the surface flux from the artificial surface \( F_U \) is calculated by

\[ F_U = f_R F_R + (1 - f_R) F_C, \]

where \( f_R \) is the roof fraction of the artificial urban surface, and \( F_R \) and \( F_C \) are the surface fluxes from the roof and the canyon, respectively. The capability dealing with surface heterogeneity enables the UCM to calculate the urban surface flux for different types of urban surfaces such as shown in Fig. 3.

Using the National Land Cover Dataset (NLCD) 2001, the land-use in the Houston metropolitan area can be represented by three urban classes, namely the commercial/industrial area, the high-density residential area and the low-density residential area. The vegetation fractions of the three urban classes are assigned to 5%, 20%, and 40% based on the NLCD and Burian et al. (2003), while the thermal and radiative parameters for the roof, wall, and road are taken from previous studies (e.g. Kawai et al., 2009).

3 Observations

Extensive meteorological (and chemical) measurements from Continuous Ambient Monitoring Stations (CAMS), surface energy balance flux sites, radar wind profilers, the NOAA Twin Otter aircraft, and the NOAA Research Vessel Ronald H. Brown were collected in eastern Texas during the TexAQS 2006 field campaign in 2006 (Parrish et al., 2009). The field measurements characterized local meteorological conditions over the Houston-Galveston Bay area with high spatial and temporal resolutions. The geographical locations of the surface sites used in this study are shown in Fig. 2. Twenty-four surface meteorological sites with an hourly averaged data are used for the evaluation of near-surface wind fields and air temperature, which are mainly located in and around the Houston metropolitan area. Two surface flux...
Table 3. Urban morphological, thermal, and radiative parameters used in the UCM simulation. U1, U2, and U3 represent the commercial/industrial area, the high-density residential area, and the low-density residential area, respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>U1</th>
<th>U2</th>
<th>U3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial surface fraction (%)</td>
<td>95</td>
<td>80</td>
<td>60</td>
</tr>
<tr>
<td>Mean building height (m)</td>
<td>10</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Roof width (m)</td>
<td>8.0</td>
<td>6.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Road width (m)</td>
<td>15.0</td>
<td>15.0</td>
<td>20.0</td>
</tr>
<tr>
<td>Heat capacity for roof and wall (MJ m(^{-3}) K(^{-1}))</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Heat capacity of road (MJ m(^{-3}) K(^{-1}))</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>Thermal conductivity for roof and wall (W m(^{-1}) K(^{-1}))</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>Thermal conductivity of road (W m(^{-1}) K(^{-1}))</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Albedo for roof and wall</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Albedo of road</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Emissivity for roof and wall</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Emissivity of road</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>Thickness for roof and wall (m)</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Number of layers for roof, wall, and road</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Eleven radar wind profilers were deployed over eastern Texas during the TexAQS 2006 field campaign (Wilczak et al., 2009). The wind profiles and the ABL heights obtained at La Porte (95.06° W, 29.67° N) and Arcola (95.48° W, 29.51° N), located near the Houston metropolitan area, are compared with the model simulations after quality control processes (Angevine et al., 1998). The ABL heights were estimated using radar reflectivity profiles where the region of strong signal return is associated with the elevated inversion capping the convective boundary layer. Following White et al. (1999), the evolution of the ABL was determined by selecting peak heights in the radar reflectivity profiles.

The NOAA Twin Otter aircraft conducted 22 measurement flights over the Houston-Galveston Bay area, the Dallas-Fort Worth area, and the eastern Texas area during the period of 1 August and 13 September. Using the tunable optical profiler for aerosol and ozone lidar (TOPAZ) deployed on the aircraft (Alvarez et al., 2008), ozone and aerosol profiles in the lower troposphere were measured with 90-m vertical and 600-m horizontal resolutions. The ABL heights obtained from five measurement flights (on 12 August and 14–17 August) are used for the model evaluation, which were conducted over the Houston-Galveston Bay area during daytime. The retrieval of the ABL heights using the TOPAZ data was done by detecting the maximum gradient in the lidar backscattered profile (White et al., 1999; Senff et al., 2002). General description of the retrieval technique, including errors and potential biases in ABL height estimation, can also be referred in Nielsen-Gammon et al. (2008) and references therein.

The high-resolution Doppler lidar (HRDL) (Grund et al., 2001) on board the NOAA Research Vessel *Ronald H. Brown* was operated over the Gulf of Mexico, Galveston Bay, and the Houston Ship Channel, 24-h a day, during the TexAQS 2006 field campaign. The ship-based HRDL measured horizontal wind speed and direction, vertical wind field, and turbulence profiles with very high spatial and temporal resolutions, allowing the ABL heights to be accurately estimated (Tucker et al., 2009). The estimated ABL heights with 15-min intervals are compared with the model simulations. Tucker et al. (2009) describes more details on the technique of ABL height estimation, and uncertainties and limitations associated the instrument.

Table 4. Mean 2-m air temperatures for three urban classes and natural surfaces in specific time periods of a day. The temperatures were averaged for 9 hours during the daytime (09:00–17:00 LT) and nighttime (01:00–05:00 LT and 21:00–24:00 LT), respectively. N indicates the number of surface sites for each class, and the number of data averaged is denoted in parenthesis.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>T(_{\text{day}})</th>
<th>T(_{\text{night}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial/industrial (U1)</td>
<td>3</td>
<td>34.2 (162)</td>
<td>28.0 (162)</td>
</tr>
<tr>
<td>High density residential (U2)</td>
<td>3</td>
<td>32.9 (162)</td>
<td>26.9 (162)</td>
</tr>
<tr>
<td>Low density residential (U3)</td>
<td>12</td>
<td>32.7 (644)</td>
<td>26.9 (648)</td>
</tr>
<tr>
<td>Natural surfaces (R)</td>
<td>6</td>
<td>32.9 (324)</td>
<td>26.2 (324)</td>
</tr>
</tbody>
</table>
4 Results

4.1 Surface air temperatures and wind fields

The mean observed 2-m air temperatures for three urban classes and natural surfaces are given in Table 4 for daytime and nighttime periods. The mean 2-m air temperatures in the commercial/industrial area are higher than those in the residential areas, having temperature differences of 1.5 °C in daytime and 1.1 °C in nighttime. The nocturnal temperature difference between the commercial/industrial area and the natural surfaces is also distinctive (1.8 °C), whereas the temperature difference between the residential areas and the natural surfaces is comparatively small.

Fig. 5. Mean bias errors (MBEs) (left panels) and root mean squared errors (RMSEs) (right panels) from statistical comparison of 2-m air temperature at 24 surface sites during the daytime (09:00–17:00 LT), nighttime (01:00–05:00 LT and 21:00–24:00 LT), and all day. U1, U2, U3, and R represent the commercial/industrial area, the high-density residential area, and the low-density residential area, and the natural surfaces, respectively.

Fig. 6. Diurnal variations of observed and simulated 10-m (a) wind direction and (b) wind speed from 12 to 17 August. The wind fields from 17 urban surface sites in Houston are averaged. Nighttime periods are shaded.
natural surfaces is relatively small (0.7 °C) (Table 4), indicating that the urban vegetation in the residential areas may have an influence on characteristics of the UBL.

Figure 4 shows diurnal variations of the observed and simulated 2-m air temperatures, averaged for each land-use type, from 12 to 17 August. The UCM simulation compares better with the observation than the original LSM simulation for both the residential areas, reproducing the observed diurnal temperature range, while the original LSM overestimates the near-surface air temperatures (up to 3.6 °C) over the residential areas in both daytime and nighttime. The modified LSM reduces the warm biases slightly, but it still overestimates the observation. Both the UCM and LSMs simulate the observed temperatures well for the natural surfaces, consequently indicating that the UCM reproduces the urban heat island intensity better than the LSMs. For the commercial/industrial area, the LSMs reproduce the observed temperatures, while the UCM underestimates the daytime observed temperatures by 1–2 °C, indicating that a further improvement is required for the urban class.

The mean bias errors (MBEs) and root mean square errors (RMSEs) from the statistical comparison of 2-m air temperature for 24 surface sites are shown in Fig. 5. The original LSM has warm biases up to 2 °C in the daytime and up to 3 °C in the nighttime in many urban surface sites. The modified LSM improves the model performance to some extent in terms of MBE and RMSE. As shown in Fig. 4, the UCM reproduces the near-surface air temperatures better than the LSMs, with MBEs < ~1.0 °C and RMSEs < ~1.5 °C at most surface sites (see the plots for all days in Fig. 5). The model performance for natural surface sites is also slightly improved in the UCM simulation, due to the proximity to the Houston metropolitan area.

Figure 6 compares the observed and simulated 10-m wind speed and direction from 12 to 17 August, averaged over 17 urban surface sites in Houston, and the statistical performance (MBEs and RMSEs) in near-surface wind speed and direction for 24 surface sites are shown in Fig. 7. During the first three days from 12 August to 14 August, southerly winds were predominant throughout the days, while relatively quick changes in near-surface wind direction due to the influence of sea/bay breezes are found in the last three days. Southwesterly (or westerly) wind quickly changed to southeasterly (or easterly) by the intrusion of sea/bay breezes in the afternoon, followed by clockwise rotation in wind direction to westerly from late afternoon to early morning (Tucker et al., 2010). This characteristic diurnal rotation of wind vector is partly attributed to the interaction of the local circulations and inertial motion due to the Earth’s rotation (Rotunno, 1983; Banta et al., 2005). All the simulations capture the diurnal variation of the near-surface wind direction throughout the days (Fig. 6a) with MBEs less than 10° relative to the observed wind direction at most surface sites (Fig. 7). The daytime near-surface wind speeds are relatively well simulated by the model whereas the nocturnal wind speeds (from late afternoon to early morning) are overestimated by up to 1.5 m s⁻¹ in all simulations. The nocturnal bias is highly associated with nocturnal low-level jets that were observed from the wind profiler at La Porte and the HRDL on board the research vessel (Tucker et al., 2010). The model-observation discrepancies in near-surface wind speed will be further explained in Sect. 4.3. Overall model performance in predicting near-surface wind fields is similar in terms of MBE and RMSE between the UCM and the LSM simulations even though slight improvements are seen at a few surface sites when the UCM is used (Fig. 7).

### 4.2 Surface energy balance fluxes

Evaluation of radiative and turbulent heat fluxes is of primary importance to interpret the simulated UBL including near-surface meteorology. Figure 8 shows the observed and simulated net all-wave radiation, sensible heat flux, and latent heat flux at the Brenham site from 12 to 17 August. The surface flux site is surrounded by roads, houses, bare grounds, and grasslands, and is represented as a low-density residential area in the model (Fig. 2). The observed net all-wave radiation has peak values of 600–700 W m⁻² during the simulation period. All simulations reproduce the diurnal variations of the observation. The daytime overestimation of 50–100 W m⁻² is largely attributed to the positive bias in downward shortwave radiative flux (not shown). Unlike the case of net all-wave radiation, the simulated sensible and latent heat fluxes using different urban surface parameterizations are altered significantly for the low-density residential patch. The UCM reproduces the observations more accurately than the LSMs in turbulent energy partitioning. The original LSM, minimizing the effects of urban vegetation, suppresses the latent heat flux completely while it overestimates the sensible heat flux up to 200 W m⁻² during the daytime. The daytime turbulent energy partitioning enhances the conductive heat...
flux into the soil layers during the daytime, resulting in an amplified nocturnal urban heat island (Fig. 4). The modified LSM reduces the biases in both sensible and latent heat fluxes, but it still has a higher Bowen ratio (the ratio of sensible heat flux to latent heat flux) than that in the observation. The simulated surface energy balance fluxes for low-density residential areas in Houston are also similar to those at the Brenham site. In addition, the simulated turbulent energy partitioning (daytime Bowen ratio of about 1) using the UCM is similar to summertime measurements at an urban site in Houston (Boekeker et al., 2008). Therefore, the model performance in near-surface air temperatures for the residential areas (Figs. 4 and 5) can be explained by the difference of simulated surface energy balance fluxes using different urban surface parameterizations even though surface flux measurements in Houston are not available for the simulation period.

Figure 9 shows the observed and simulated surface energy balance fluxes at the Kirbyville site from 12 August to 17 August. The surface flux site is represented as a needle leaf forest area and located northeast of Houston (Fig. 2), so the radiative and turbulent fluxes in all simulations are calculated by the LSM. Thus, the differences are small among the simulations. All simulations reproduce the observed net all-wave radiation with similar positive biases as in the Brenham site. The observed sensible heat flux has peak values of 100–150 W m$^{-2}$, and the observed latent heat flux has peak values of 300–500 W m$^{-2}$, the Bowen ratio at this site being less than 1. The simulated sensible and latent heat fluxes compare quite well to the observations at the site, even though the latent heat flux is overestimated to some extent. Similar to this study, previous studies with the LSM have also showed the same bias in the simulation of latent heat flux over forest areas (Chen et al., 2007; Hong et al., 2009).

**Fig. 8.** Diurnal variations of the observed and simulated net all-wave radiation, sensible heat flux, and latent heat flux (top to bottom) at the Brenham site from 12 to 17 August 2006. This site is represented as a low-density residential area in the model.

**Fig. 9.** Diurnal variations of the observed and simulated net all-wave radiation, sensible heat flux, and latent heat flux (top to bottom) at the Kirbyville site from 12 to 17 August 2006. This site is represented as a needle leaf forest area in the model.

**Fig. 10.** Observed (a and b) and simulated wind profiles by the UCM (c and d) and the difference between the UCM simulation and the original LSM simulation ($\nabla_{\text{diff}} = \nabla_{\text{LSM}} - \nabla_{\text{UCM}}$) (e and f) at the La Porte site on 12 August (left panels) and 16 August (right panels).

### 4.3 Wind profiles and ABL heights from radar wind profilers

Figure 10 shows diurnal variations of the observed and simulated wind profiles at the La Porte site on 12 August and 16 August. Because the site is located between Houston and Galveston Bay, it is very useful to interpret local
circulations induced by surface heterogeneity from different land-use types (see Fig. 2 for site location). On 12 August southerly and southwesterly winds in the lower atmospheric layer (below 1 km) were predominant throughout the day, having strong nocturnal low-level jets over 10 m s$^{-1}$ (Fig. 10a). The change of wind direction by the bay breeze intrusion was captured around 18:00 UTC, but the local thermal forcing was insufficient to overwhelm the large scale forcing. On 16 August wind fields can be characterized by development of sea/bay breezes and by weak nocturnal low-level jets (Fig. 10b). The weak easterly bay breeze first formed around 18:00 UTC with a depth of about 300 m, and then southerly sea breeze with a depth of about 500 m intruded at the La Porte site about 2 h later. This is a characteristic wind pattern forming in the Houston-Galveston Bay area during summertime (Nielsen-Gammon, 2002; Banta et al., 2005). The low-level jets existed during the night with lower depth and weaker wind speed than those on 12 August. The simulated wind profiles by the UCM (Fig. 10c–d) and the LSMs (not shown) compare well with the observations, especially in wind direction. The simulated sea/bay breezes by the original LSM are stronger and thicker than those by the UCM (Fig. 10f) because of relatively stronger land-sea thermal contrast in the original LSM simulation which was seen in near-surface air temperatures (Fig. 4) and surface energy balance fluxes (Fig. 8).

Figure 11 shows the observed and simulated diurnal variations of wind direction and speed at about 300 m height a.g.l. at the La Porte site from 12 August to 17 August. The diurnal variations of wind direction at this site (Fig. 11a) are quite similar to those of near-surface wind direction in Houston (Fig. 6a), being characterized by persistent southerly winds during 12–14 August and by clockwise rotation of wind fields followed by sea/bay breezes for the last three days. All simulations compare well with the observation during the simulation period, reproducing the timing of sea/bay breezes at the site with an error of an hour or less, except for 17 August with a relatively larger lag. The simulated daytime wind speeds are in reasonably good agreement with the observation whereas the simulated nocturnal wind speeds are underestimated up to 3 m s$^{-1}$. As shown in Fig. 10, the simulated daytime wind speeds by the UCM are lower by up to 1.5 m s$^{-1}$ than those by the LSMs under the influence of sea/bay breezes (18:00–00:00 UTC), mainly resulting from the difference in turbulent heat fluxes over the Houston metropolitan area as discussed in Sect. 4.2.

Meanwhile, underestimation of the nocturnal wind speeds at 300 m a.g.l. and the overestimation of near-surface wind speeds during the nighttime (Sect. 4.1) indicates weaker vertical gradients of wind speed in the lower nocturnal ABL in the simulations than in the observations. The biases of the nocturnal wind speeds increase under the condition of strong nocturnal low-level jets. All simulations fail to reproduce strong vertical gradients of the nocturnal wind speed in a layer of several hundred meters above the surface at the La Porte site (not shown). This may be attributed to the fact that an excessive vertical turbulent mixing in momentum enhances downward momentum transfer from layers of strong low-level jets and the momentum sink at the surface, consequently flattening the vertical profiles of the wind speed. Overestimation of nocturnal ABL height can lead to an excessive turbulent mixing in the YSU scheme because a prescribed parabolic functional form is used for eddy diffusivity calculation (Hong, 2010). The possibility that the nocturnal ABL heights over land are overestimated in the model will be described in Sect. 4.5. Model discrepancies associated with low-level jets have been also reported in previous studies (e.g. Zhang et al., 2001; Storm et al., 2009). More recent studies (e.g., Lee et al, 2006; Steeneveld et al., 2008) have evaluated several PBL schemes focusing on the SBL, and suggested improved schemes for SBL simulations within mesoscale meteorological models.

Figure 12 compares the observed and simulated daytime ABL heights at the La Porte site and the Arcola site from 12 to 17 August (see Fig. 2 for their locations). The simulated ABL heights were internally calculated in the YSU scheme during the model integration (see Eq. (6) in Hong, 2010). The comparison is limited to the daytime period when the ABL heights can be estimated with confidence (Angevine et al., 2003). The La Porte site is represented as a low-density residential area, and the Arcola site is represented as a patch of dryland/cropland/pasture in the model (Fig. 2). All simulations accurately reproduce the gradual development of the ABL after breakdown of morning surface inversion at both sites. In addition, the observed rapid decrease of the ABL height in the afternoon according to the intrusion of sea/bay breezes (15–17 August) is also captured in the simulations. The influence of the urban surface parameterizations is more
distinctive at the La Porte site (up to about 300 m) than the Arcola site due to the predominance of southerly and southwesterly winds during the simulation period and the land-use types of these sites.

4.4 ABL heights from NOAA Twin Otter aircraft

Spatial and temporal distributions of ABL heights measured from the aircraft are compared to the simulations in Fig. 13. The flights mainly covered the central and northern areas of Houston, Galveston Bay, and the Gulf of Mexico (right panels) in space and the afternoon period in time (Langford et al., 2010; Senff et al., 2010). Land-use types along the flight tracks are color-coded at the top of each figure (left panels). The observed ABL heights over land have large spatial fluctuations ranging from 1 to 2 km, whereas the ABL heights over ocean are rather homogeneous with lower ABL heights than over land. In addition, noticeable changes in the ABL height are observed in transition areas of land-use types, especially between urban area and natural surface and between land and water bodies. As expected, the difference among the simulations is conspicuous in and around the Houston urban areas. The original LSM tends to overestimate the observed UBL heights as a consequence of the overestimation of sensible heat flux while the UCM simulation compares better with the observations than the LSMs. The proper reproduction of the UBL heights in the UCM simulation also enhances the model performance for surrounding natural areas due to advection effects. The modified LSM slightly reduces the high biases shown in the original LSM, but still shows large differences from the observation in the urban areas.

Figure 14 shows statistical comparison results of the observed and simulated ABL heights in terms of land-use type. Statistical analysis was done for three clear days of 14–16 August when cloud influence was relatively insignificant in both the model simulations and the observations. The highest mean ABL height was observed in the high-density residential area by about 1740 m, which is higher than those in the commercial/industrial area and the low-density residential area by about 300 m. Meanwhile, the mean ABL heights in the dryland/cropland/grassland and forest areas were 1310 m and 1400 m, respectively. Mean ABL height over the water bodies was 890 m. Among them, the ABL heights in Galveston Bay and the Gulf of Mexico ranged from 500 m to 1000 m, whereas the ABL heights over small inland lakes exceeded 1000 m. A significant improvement is made by the UCM in all three urban classes compared to the LSM simulations. Especially for both the high-density and low-density residential areas, MBEs of about 600 m in the original LSM simulation are lowered to about 200 m in the UCM simulation. RMSEs are also reduced noticeably in the urban patches. Due to advection effects from the urban areas, the values of MBE and RMSE in the two natural patches are also reduced slightly. The improvements over the urban areas in both ABL height and near-surface air temperature suggest that the UCM is able to reproduce a realistic UBL through a reasonable partitioning of surface energy balance fluxes.

The generally poor performance over water bodies (Figs. 13 and 14) is further analyzed. Figure 15 shows the vertical distribution of the simulated potential temperature by the UCM and the observed and simulated ABL heights near Galveston Bay and the Gulf of Mexico for the flights on 14 August and 16 August (left panels). These correspond to about 20 km initial flight path of the days (shaded areas in Fig. 13). It also shows the simulated potential temperature profiles near the coastal area (over the Gulf of Mexico) at 15:00 UTC and 20:00 UTC (right panels) for each day. The model accurately reproduces the observed ABL heights on 14 August when southerly winds are predominant throughout the day (Fig. 15a). The ABL heights are about 600 m, and the simulated potential temperatures over the ocean show a near neutral profile of about 300K. A thermal internal boundary layer is developed due to cold advection from the bay area (20:20–20:30 UTC in Fig. 15a). In contrast, the simulated ABL height is significantly suppressed on 16 August when Galveston Bay and the Gulf of Mexico are influenced by warm advection from the inland area by westerly winds in the simulation (Fig. 15b). When the inland warm air moves over Galveston Bay and the near-coastal area in the afternoon, the simulated ABL vertical structure over the water bodies has a multi-layer thermal structure by combination of the upward sensible heat flux from the ocean (weakly unstable) and the overlying warm advection. This feature is clearly shown in the simulated potential temperature profile at 20:00 UTC on 16 August (right panel in Fig. 15b). The YSU scheme fails
to reproduce the observed ABL heights over the water bodies on 16 August. The increase of $R_{bc}$ to 0.5, which is a critical parameter in ABL height determination in the YSU scheme, did not improve the performance.

### 4.5 ABL heights from NOAA Research Vessel

A further comparison is made by using the ABL height estimation from the ship-based lidar measurements (Tucker et al., 2009). Figure 16 shows the observed and simulated ABL heights along the ship tracks (right panels) on 12 and 16 August. Here we focus on the observed ABL heights over Galveston Bay and the Gulf of Mexico (shaded period in the figure). In this region, the observed ABL heights range from 300 m to 800 m throughout the days except for a few points that have the ABL heights greater than 1000 m. Previous studies showed that the area of interest is under weakly unstable atmospheric condition (upward sensible heat flux) during summertime (e.g., Hanna et al., 2006). All simulations show good agreement with the observed ABL heights except the nighttime on 12 August (Fig. 16a) and the daytime over Galveston Bay on 16 August (Fig. 16b). When the ship was located in the Houston Ship Channel area on 12 August, it is very likely that surrounding land areas were influential in
Fig. 14. Statistical model performance for each land-use type from comparison of observed and simulated ABL heights during the three flights in 14–16 August. Vertical bar indicates standard deviation. N denotes the number of data. The MBE and RMSE of each simulation are given in the unit of meter.

Fig. 15. Cross sections (left panels) and vertical profiles (right panels) of the potential temperature simulated by the UCM (shaded periods in Fig. 13) on (a) 14 August and (b) 16 August. Observed (open circle) and simulated (open square) ABL heights are overlaid. Land-use types at the location of aircraft are coded by the same colors used in Fig. 2. The vertical profiles of simulated potential temperature are plotted for 15:00 UTC and 20:00 UTC at the aircraft location (near coastal area over the Gulf of Mexico, see Fig. 13) indicated by a black arrow on each day.

The observed ABL heights due to the narrowness of the ship channel and horizontal advection by strong nocturnal winds. The observed ABL heights during the nighttime (03:00–13:00 UTC) are about 300 m homogeneously along the ship channel. However, the simulations overestimate the observations up to by about 300 m. This may be due to the fact that the nocturnal boundary layer heights are overestimated by the model under the condition of nocturnal low-level jets. As described in the previous section, the model fails to reproduce the ABL heights around 17:00 UTC on 16 August when warm advection affects ABL formation over the water.

5 Summary and conclusions

The performance of different urban surface parameterizations in the WRF model was quantitatively evaluated using extensive measurements made from multiple platforms during the TexAQS 2006 field campaign. The extensive meteorological measurements provided a unique opportunity for a faithful evaluation of the model performance in predicting UBL structures and the associated local circulations. The simulations were conducted over the Houston-Galveston area for a summertime period of 12–17 August using an original LSM, a modified LSM, and a single-layer UCM in combination with the YSU scheme. In order to reproduce the effects of urban vegetation existing in the Houston urban areas, several physical parameters controlling hydrological processes were altered in the modified LSM. The land-use of the Houston metropolitan area was remapped using the NLCD 2001 data, instead of the default USGS land-use data in WRF, for better representation of the urban areas.

The model-observation comparison showed that the UCM simulation compares better with the observations of the ABL heights and the near-surface air temperatures over the Houston urban area than the LSM simulations. The noticeable improvements of the model performance in the UCM simulation were largely attributed to a reasonable turbulent (sensible and latent heat) energy partitioning over urban patches. The strong suppression of urban vegetation effects in the original LSM significantly overestimated (underestimated) the observed sensible heat flux (latent heat flux) over the residential areas in Houston, resulting in systematic positive biases in UBL height and near-surface air temperature. The modified LSM slightly reduced the model biases of the original LSM by incorporating urban vegetation effects in the surface energy balance, but still had warmer surface temperatures and higher UBL heights than the observations. In addition, the stronger thermal contrast between the Houston urban area and the water bodies (Galveston Bay and the Gulf of Mexico) in the LSM simulations induced stronger and thicker sea/bay breezes than those in the UCM simulation. However, model performance for the different urban surface parameterizations in simulating local wind fields was similar in terms of statistical evaluations. These results suggest that a reasonable urban surface representation (e.g., urban vegetation, surface morphology) and the associated parameterizations of urban physical processes should be taken into account for an accurate reproduction of the UBL over urban areas like the Houston metropolitan area. This study also shows the UCM has the potential to more accurately simulate
the observed UBL over the Houston metropolitan area and neighboring non-urban areas.

In this study the model performance of the different urban surface parameterizations was critically compared with extensive measurements over the Houston metropolitan area during a summertime period, mainly focusing on the daytime evolution of the UBL. Further performance evaluations in predicting the nocturnal UBL still remain, even though a limited evaluation was made in this study using the near-surface meteorological measurements. Ongoing coupled meteorology-chemistry simulations using the WRF-Chem model (Grell et al., 2005) will show the implications of the urban surface parameterizations from this study on air-quality prediction in the Houston metropolitan area. It can also be argued that the impacts of aerosol effects and anthropogenic heating on the ABL dynamics and air-quality prediction are addressed more consistently within this modeling framework.
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