Results from a new linear $O_3$ scheme with embedded heterogeneous chemistry compared with the parent full-chemistry 3-D CTM
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Abstract. A detailed full-chemistry 3-D chemistry and transport model (CTM) is used to evaluate the current stratospheric $O_3$ parameterisation in the European Centre for Medium-Range Weather Forecasts (ECMWF) model and to obtain an alternative version of the ozone scheme implicitly including heterogeneous chemistry. The approach avoids the inaccurate treatment currently given to heterogeneous ozone chemistry in the ECMWF model, as well as the uncertainties of a cold-tracer. The new $O_3$ scheme (COPCAT) is evaluated within the same CTM used to calculate it. It is the first time such a comparison has been possible, providing direct information on the validity of the linear parameterisation approach for stratospheric ozone. Simulated total column and $O_3$ profiles are compared against Total Ozone Mapping Spectrometer (TOMS) and Halogen Occultation Experiment (HALOE) observations. COPCAT successfully simulates polar loss and reproduces a realistic Antarctic $O_3$ hole. The new scheme is comparable to the full-chemistry in many regions for multiannual runs. The parameterisation produces less ozone over the tropics around 10 hPa, compared to full-chemistry and observations. However, this problem can be ameliorated by choosing a different ozone climatology for the scheme. The new scheme is compared to the current ECMWF scheme in the same CTM runs. The Antarctic $O_3$ hole with the current ECMWF scheme is weaker and disappears earlier than with the new COPCAT scheme. Differences between the current ECMWF scheme and COPCAT are difficult to explain due to the different approach used for heterogeneous chemistry and differences in the photochemical models used to calculate the scheme coefficients. Results with the new COPCAT scheme presented here show that heterogeneous and homogeneous ozone chemistry can be included in a consistent way in a linear ozone parameterisation, without any additional tunable parameters, providing a parameterisation scheme in better agreement with the current knowledge of stratospheric $O_3$ chemistry than previous approaches.

1 Introduction

Numerical weather prediction (NWP) models cannot yet afford to include detailed chemistry schemes, although a realistic representation of radiatively active species is essential for the correct assimilation of satellite radiances into these models. NWP systems must therefore make use of simplified parameterisations of the species most relevant to them, i.e. radiatively active gases such as $O_3$, $H_2O$, $CH_4$ and chlorofluorocarbons (CFCs). In the case of the European Centre for Medium-Range Weather Forecasts (ECMWF) model, these radiatively active gases are used e.g. in the observation operators of the data assimilation system (DAS) needed to incorporate satellite radiances, influencing therefore the initialisation of the NWP model forecasts. In the ECMWF DAS the Cariolle and Déqué (CD) scheme (Cariolle and Déqué, 1986; Cariolle and Teyssère, 2007) is used for stratospheric ozone, an empirical parameterisation is used for stratospheric $H_2O$ (Dethof, 2003) and $CH_4$ and CFCs are represented only as climatologies at the moment. In the last two decades, the CD scheme has been the most widely used parameterisation for stratospheric ozone. McCormack et al. (2006) gives a summary of the evolution of the ozone schemes implemented in global models before the CD approach appeared as a more suitable option. The CD scheme represents the time tendency of ozone as a function of production ($P$).
and loss \((L)\), where the net production \((P - L)\) is considered a linear function of ozone mixing ratio \((f)\), temperature \((T)\) and partial column of ozone above the point considered \((cO_3)\). The coefficients for the linearisation are obtained from a photochemical model and provided as look-up tables which are functions of latitude, level and month of the year. The photochemical models used until now to derive the coefficients have included only gas-phase chemistry (Cariolle and Déqué, 1986; Cariolle and Teyssèdre, 2007; McCormack et al., 2006) or very limited heterogeneous processes (McLinden et al., 2000), which has made it necessary to include an additional term in the parameterisation to take into account heterogeneous chemistry.

The European Centre for Medium-Range Weather Forecasts (ECMWF) model uses a linear parameterisation for \(O_3\) based on the CD approach. The \(O_3\) coefficients for the CD scheme used by the ECMWF model (Dethof and Hölm, 2004) are derived from the 2-D photochemical model MOBIDIC (Cariolle and Teyssèdre, 2007). The complete ECMWF scheme is based on the expression

\[
\frac{df}{dt} = c_0 + c_1(f - \bar{f}) + c_2(T - \bar{T}) + c_3(cO_3 - cO_3) + c_4(Cl_{EQ})^2 f
\]

where \(\bar{f}\), \(\bar{T}\) and \(cO_3\) are climatological reference values for local \(O_3\), temperature and partial column of \(O_3\). The coefficients \(c_i\) \((i = 0, 1, 2, 3, 4)\) are derived from the photochemical model. The fifth term on the right hand side of Eq. (1) corresponds to the additional heterogeneous term used in the current ECMWF parameterisation. \(Cl_{EQ}\) is the equivalent chlorine content of the stratosphere, and is the only parameter that varies from year to year. This fifth term is only active when temperature falls below 195 K in daytime for latitudes poleward of 45\(^\circ\). This ECMWF ozone scheme version (currently operational) is also denoted here v2.9 after the version of coefficients provided by Météo France. Other versions following the same conceptual CD approach are LINOZ (McLinden et al., 2000) and CHEM2D (McCormack et al., 2004, 2006). Geer et al. (2007) gives a comparison of several versions of ECMWF, LINOZ and CHEM2D coefficients in terms of their performance in a data assimilation system. However, none of these schemes includes a complete heterogeneous description, and all of them need an extra term for the simulation of \(O_3\) polar loss. In Geer et al. (2007) heterogeneous processes were parameterised by means of a cold tracer (Eskes et al., 2003) for all the evaluated \(O_3\) schemes.

The CD scheme first appeared in the 1980s, when knowledge of the importance of heterogeneous \(O_3\) chemistry was very limited. Therefore, in its original version the CD parameterisation lacked a heterogeneous term. More recent versions (Cariolle and Teyssèdre, 2007) were computed in a similar way to their predecessor: omitting heterogeneous chemistry but including an additional term calculated with different methods and approximations and, thus, not consistent with the gas-phase chemistry described by the scheme. This separation between gas-phase and heterogeneous reactions reduces the accuracy of the ECMWF approach. The use of a localised heterogeneous term (i.e. the 5th term in Eq. (1)) produces too weak polar ozone loss in the ECMWF global model, unless \(O_3\) observations are assimilated (Dethof and Hölm, 2004). Conceptually, this kind of term is too restrictive with respect to the current understanding of heterogeneous processes. First, the temperature threshold for the formation of polar stratospheric clouds (PSCs) actually depends on altitude and trace gas concentrations. The adopted sharp threshold temperature of 195 K in Eq. (1) is representative of an altitude of \(\sim20\) km and 5 ppbv \(HNO_3\) (e.g. Hanson and Mauersberger, 1988; Carslaw et al., 1994). For a more realistic scheme, the temperature threshold in the heterogeneous term should include altitude dependency, and whenever possible be linked to the concentrations of \(H_2O\), \(HNO_3\) and \(H_2SO_4\) aerosol. Second, for the long-term evolution of polar ozone loss, the actual heterogeneous chemistry loss is not proportional to the square of the chlorine content \((Cl_{EQ})\). As shown by Searle et al. (1998), an exponent value of 1.5 is much more representative of the typical conditions encountered in a fully activated polar vortex. In addition, not only do chlorine cycles play a role in destroying polar ozone, the \(ClO+BrO\) cycle can account for up to 50% of the polar depletion, and for this latter cycle the \(Cl\) dependency is linear. So, by considering the ozone loss to be quadratic in \(Cl_{EQ}\), the ECMWF scheme would not capture the correct decadal trend. The amount of \(O_3\) destruction simulated by ECMWF for present conditions is insufficient (Dethof and Hölm, 2004), and the Antarctic hole tends to last shorter than observed. This means that if the scheme is used for earlier years the quadratic dependence on \(Cl\) will decrease making the ozone loss even smaller compared to observations.

Another fundamental shortcoming of the heterogeneous approach in Eq. (1) is that it assumes chlorine activation and \(O_3\) destruction by sunlight to take place at the same time. In reality, the activation of air masses takes place during the polar night inside the polar vortex, when temperature is low enough. Later, with the return of spring sunlight to polar latitudes, the processed air is able to destroy ozone. However, the destruction can also happen during winter if activated air masses can reach lower latitudes (e.g. by filamentation or vortex break-up) and be exposed to sunlight. This latter kind of process is completely missed by a localised temperature term like the one in the ECMWF scheme (Eq. 1).

A more realistic approach would be the use of a cold-tracer (e.g. Chipperfield et al., 1994; Cariolle and Teyssèdre, 2007). With this kind of approach, the model keeps memory of the quantity of air processed by PSCs and of the amount of time that air has been subsequently exposed to sunlight. The cold-tracer approach is therefore able to propagate the \(O_3\) destruction to areas outside the region where PSCs are formed, i.e. outside the restricted \((T < 195 \text{ K})\) region. This is particularly relevant for the Arctic, due to the vortex being less stable than its Antarctic counterpart. The alternative of using a cold-tracer has been presented as an improvement...
to the current ECMWF heterogeneous term (Cariolle and Teysse`dre, 2007), however, a cold-tracer also has intrinsic problems due to the number of tunable parameters it requires (e.g. activation/deactivation times and destruction rate). This makes this kind of tracer somewhat arbitrary and difficult to adapt to the atmospheric variability found in, for instance, a reanalysis time series; as meteorological and chemical conditions change, the same cold-tracer parameters would not be equally valid for every year. Additionally, the cold-tracer approach, by definition, requires an extra tracer to keep track of the low temperature air masses, which adds undesired computational cost to the NWP simulations.

To avoid the artificial split between gas-phase and heterogeneous processes, a better conceptual approach can be explored, which represents a good compromise between the realistic heterogeneous full-chemistry and a simple one-tracer parameterisation. Such approach is the use of a scheme of the form described in Eq. (1) but, instead of using the additional 5th term, using an alternative set of coefficients \( c_0, c_1, c_2 \) and \( c_3 \) that implicitly includes heterogeneous ozone chemistry.

This new approach is proposed and evaluated in the present study. Here, based on the CD linear approach, a new set of coefficients is obtained from the 3-D chemistry transport model (CTM) TOMCAT/SLIMCAT (Chipperfield, 2006) including complete heterogeneous processes. The alternative ozone scheme COPCAT (Coefficients for Ozone Parameterisation from a Chemistry And Transport model) does not need any additional heterogeneous term as it implicitly includes heterogeneous chemistry in the first 4 coefficients (Monge-Sanz, 2008). In the new scheme long-term changes in stratospheric chlorine (or odd nitrogen, water vapour etc.) can be taken into account in a consistent way by deriving coefficients from the CTM for different periods. This new COPCAT approach is a more natural way to include both gas-phase and heterogeneous processes, and is expected to improve not only the representation of polar ozone, but has also the advantage of including mid-latitude heterogeneous processes that have been so far ignored by most O3 linear schemes.

In addition, from existing literature it is difficult (if not impossible) to discern whether the limitations of the linear ozone schemes come from the parameterisation approach, from the photochemical model used to obtain the coefficients, or even from the 3-D model where the scheme is implemented. Obtaining a new scheme based on TOMCAT/SLIMCAT, a widely used and evaluated 3-D CTM, helps to clarify which problems are due to the parameterisation approach as distinct from the limitations of the parent photochemical model. This study presents the first comparison between a linear ozone parameterisation and the equivalent full chemistry 3-D model used to calculate it.

In this paper, Sect. 2 describes the calculation of the new COPCAT scheme. The observations used to validate model results are briefly described in Sect. 3. The parameterisation performance is shown in Sect. 4, where the new scheme is compared with SLIMCAT full-chemistry runs and the current ECMWF scheme within CTM runs. This section also includes further polar results showing the ability of COPCAT to adapt to different meteorological conditions. A final summary of results and future work and applications is given in Sect. 5.

2 COPCAT scheme

2.1 Coefficients calculation

To calculate the parameterisation coefficients, the TOMCAT/SLIMCAT box model was used. The box model configuration is identical to the 3-D CTM (chemical descriptions, resolution etc.) but it does not consider transport processes. The box model was initialised from the 3-D model output and a series of short sensitivity runs were performed as described here below. The box model short runs were initialised with the zonally averaged output of the full-chemistry 3-D model run 323. Run 323 is a multiannual SLIMCAT run that uses a 7.5° × 7.5° horizontal resolution and 24 vertical levels (L24). The run 323 is driven by ERA-40 winds (Uppala et al., 2005) from 1977–2001 and by ECMWF operational winds from 2002–2006. The SLIMCAT fields used to initialise the box model correspond to January–December 2000. SLIMCAT data for the 15th of each month are passed to the box model as initialisation, then, from that initial state, seven 2-day runs of the box model were carried out: one control run and six perturbation runs from the initial conditions. The resolution adopted for the box model is 24 latitudes, and 24 levels (from the surface up to ∼60 km), matching the resolution of the full-chemistry run used for the initialisation. The box model also uses the same chemistry module as the full SLIMCAT model. The short runs of the CTM in box model mode were used to compute the ozone tendencies in the COPCAT scheme (Monge-Sanz, 2008). In these runs the chemistry was computed every 20 min.

The coefficients corresponding to the climatological (reference) values in Eq. (1), i.e. \( \bar{f}, \bar{T} \) and \( \bar{oz}_3 \), are directly provided by the corresponding SLIMCAT variable on the 15th of each month. For the four photochemical coefficients \( c_i \) linear tendencies for the net ozone production \( P - L \) were calculated from the corresponding box model runs. Tendencies are calculated for odd oxygen \( O_3 \) and then scaled by the factor \( [O_3]/[O_3] \) to obtain the O3 coefficients. One control run (using the unperturbed zonal initial values) was used to obtain the reference net production \( c_0 = (P - L)_0 \). For the three coefficients given by the partial derivatives, the initial values of \( f, T \) and \( oz_3 \) are perturbed, one at a time, to obtain the corresponding linear tendency in \( (P - L) \). The values used for the perturbations are ±5% for local ozone and column above, and ±4 K for temperature, the same perturbation values as in McLinden et al. (2000). The coefficients are
based on the daily net production of O$_3$ averaged over the last day of the run (second day in this case). For the ozone perturbed runs (local ozone and column), O$_3$ on the second day of the run is initialised with the average field over the first day. The whole calculation procedure is applied to every month of the year. This methodology provides 7 coefficients for each month, on 24 latitudes and 24 vertical levels. The 12 files corresponding the monthly coefficients can then be read in by a CTM or a general circulation model (GCM) simulation in which ozone ($f$) is treated as a tracer following the COPCAT approach

$$\frac{\partial f}{\partial t} = c_0 + c_1(f - \bar{f}) + c_2(T - \bar{T}) + c_3(c_{O_3} - \bar{c}_{O_3}).$$

(2)

2.2 Implicit heterogeneous chemistry

A 3-D model using COPCAT coefficients can successfully simulate polar and mid-latitude O$_3$ depletion despite the fact that no additional heterogeneous term is included. By plotting the September reference net production ($P - L$)$_0$, i.e. $c_0$, in the lower stratosphere (LS) for the different schemes (Fig. 1), it can be seen that COPCAT shows a depletion region centred at 50 hPa over the south pole. This represents the ozone destruction caused by PSCs triggered by spring sunlight. None of the other schemes shows such a depletion region; only LINOZ shows a weak loss region at 100 hPa over southern high latitudes, but it is not enough to produce spring ozone depletion over the Antarctic. Figure 2 shows the evolution of COPCAT $c_0$ coefficient in June–September in the LS. The Antarctic loss region starts to develop at the edge of the vortex in July; in September values of $-2.1$ ppmv/month are reached around 40 hPa at high southern latitudes.

2.3 Linearity validation

Despite the nonlinear interactions involved in O$_3$ chemistry (both gas-phase and heterogeneous), the validity of the linear approximation in previous schemes based on the CD approach has been shown in the literature. For the original version (Cariolle and Déqué, 1986) the differences between the linear tendency in $f$ and the real tendency (in the 2-D model)
were found to be less than 1% for variations of ±20% in the value of \( f \). For LINOZ, McLinden et al. (2000) showed the deviations from the linear tendencies in \((P-L)\) with respect to \( f \), \( c_{O_3} \) and \( T \), which were low enough to consider the linear approximation valid for the usual range of variability observed in GCMs. Also, McCormack et al. (2006) showed the linearity in CHEM2D was valid for variations of ±20 K in temperature and ±50% in ozone column. Analysing the linear approximation in the COPCAT scheme is also necessary, since the previous schemes did not include any polar heterogeneous chemistry implicitly, and only LINOZ included processes on binary sulfate aerosols.

Figure 3 shows the COPCAT \((P-L)\) values as a function of perturbation of local ozone \( f \), temperature \( T \) and column above \( c_{O_3} \) for three vertical levels, at 40° N in May. The ranges of variation, with respect to the reference state, chosen for the three variables are ±40% in local ozone and column and ±16 K in temperature. The vertical levels represented correspond to 85 hPa, 11 hPa and 3 hPa. The exact tendency has been represented together with the linear squares fit to the points obtained using the same perturbation values, three for each variable, employed to obtain the COPCAT coefficients. A standard least-squares fit method was chosen, so that the linear fit is easy to generalise to a larger number of points and also comparable to linear validations performed for previous CD-like ozone schemes (e.g. McCormack et al., 2006). Results in Fig. 3 show that the linearisation is a good approximation for the three variables in the ranges shown and only the dependence on \( c_{O_3} \) shows some non-linearity for column variations larger than ±20%.

The level of agreement with the linear approximation shown in Fig. 3 is similar for other months and latitudes, except for polar LS regions in spring. Figure 4 evaluates the linear approximation in the LS at 84° S in September. The linearity of the scheme is still good for the \( O_3 \) variables (local and column above), however, variations in temperature larger than 10 K take \((P-L)\) outside the linear COPCAT range. From Fig. 4a it can be seen that the control run in the coefficients calculation \((\Delta T = 0)\) is already under PSC conditions (negative \((P-L)\)); further lowering of \( T \) causes more ozone loss, while increasing \( T \) reduces the amount of loss. Note that the figure shows that the threshold for further PSC
Fig. 3. COPCAT (P-L) values as a function of the perturbation in (a) temperature $T$, (b) local ozone $f$ and (c) column above $cO_3$, at 40° N in May. Pressure levels shown are 85 hPa (black), 11 hPa (blue) and 3 hPa (red). Solid lines correspond to the exact tendencies from the box model; dashed lines correspond to the least squares fit for the perturbation values used for COPCAT coefficients (Sect. 2). To show all results within the same vertical axis, those for the 3 hPa level have been scaled by 0.1, 0.25 and 0.1 for $T$, $f$ and $cO_3$ respectively.

activation due to denitrification is not a sharp step but more of a smooth threshold. Chlorine activation on cold sulfate aerosol near the PSC formation threshold causes activation rates to vary in this way.

These results show that the linear approximation is also a good estimation for the $O_3$ scheme developed here. Despite including heterogeneous chemistry implicitly COPCAT agrees with a linear approximation for local ozone variations

Fig. 4. Same as Fig. 3 but for the polar lower stratosphere at 84° S in September. Represented pressure levels are 111 hPa (black), 85 hPa (blue) and 52 hPa (red).

of up to ±40%, column ozone $cO_3$ variations of ±20% and temperature variations of ±10 K for all latitudes and months; the range of linearity expands further for regions and times outside the maximum polar loss. To ensure that the variations are within the ranges considered above, attention must also be paid to the choice of the reference states (or climatologies). The inclusion of higher order terms for the temperature dependency can be considered as a future improvement to further ensure the accuracy of the scheme in polar regions.
3 Ozone observations

We compare model results in this work against Total Ozone Mapping Spectrometer (TOMS) column observations (McPeters et al., 1998), and O$_3$ data from the Halogen Occultation Experiment (HALOE) (Brühl et al., 1996).

3.1 TOMS data

TOMS provided a near-continuous record of ozone measurements from 1978 to December 2005, with a high-density horizontal coverage of total ozone of about 200 000 observations per day (only daylight measurements). TOMS data have been widely used for the validation of models and other observational sets. Monthly data of TOMS Earth Probe (EP) (McPeters et al., 1998) have been obtained from http://toms.gsfc.nasa.gov/. Zonal monthly means are available from 85° N–85° S with a 5° resolution. McPeters et al. (1998) includes a detailed description of errors for EP/TOMS total ozone. They estimated the absolute error to be of 3% and the random error of 2%; larger errors (up to 6%) may exist due to the presence of Type II PSCs at solar zenith angles greater than 80 degrees.

3.2 HALOE O$_3$ data

Brühl et al. (1996) provided the most comprehensive validation study for HALOE ozone data. Since that validation study, HALOE has gone through two major revisions. The HALOE data used in our study correspond to the third public release v19 (William Randel and Fei Wu, personal communication). Comparison of these HALOE ozone data with Stratospheric Aerosol and Gas Experiment (SAGE) II measurements was carried out in Morris et al. (2002) and McHugh et al. (2005) compared them against Atmospheric Chemistry Experiment (ACE) observations. We have used HALOE O$_3$ monthly data zonally averaged, available for 41 latitudes (80° N–80° S) and 49 pressure levels (from 100–0.01 hPa). HALOE O$_3$ data agree to within 10% of their co-incident ozonesonde measurements down to 100 hPa at tropical/subtropical latitudes and to 200 hPa at extratropical latitudes (e.g. Bhatt et al., 1999). HALOE data have very high vertical resolution (2 km), however, there are few observations for some individual months, so HALOE annual averaged values have been used here only when comparing with annually averaged results from the model runs. HALOE O$_3$ data (Brühl et al., 1996) have been used for evaluating numerous models (e.g. Chipperfield et al., 2002; Steil et al., 2003; Eyring et al., 2006; Feng et al., 2007).

4 Performance of the COPCAT scheme

The way COPCAT coefficients have been calculated enables for the first time the comparison between the parameterisation and the full-chemistry CTM used to obtain it. In this way, the same numerics and dynamics are involved and differences can only be due to the use of the COPCAT scheme instead of the full-chemistry. This kind of evaluation was not possible for previous linear O$_3$ parameterisations, since they were computed by 2-D photochemical models and then implemented within 3-D GCMs or CTMs.

4.1 Comparison with full-chemistry simulations

The SLIMCAT full-chemistry run 323 (Sect. 2) is in good general agreement with TOMS (Monge-Sanz, 2008) and the temporal and spatial evolution of O$_3$ is well simulated. In particular, the minimum in the Southern Hemisphere spring is accurately represented by SLIMCAT in multiannual runs (e.g. Chipperfield, 1999, 2003).

4.1.1 Total ozone column

Figure 5a shows the January–December 2000 total ozone (TO) column simulated by COPCAT and Fig. 5b shows the differences with respect to the full-chemistry run 323. The two CTM runs use ERA-40 winds, same resolution and advection schemes; the only difference between COPCAT and run 323 is in the chemistry. Results over the tropics and mid-latitudes are almost identical. The main differences are over high latitudes, where COPCAT values are larger than the full-chemistry, indicating that the parameterisation scheme underestimates polar ozone loss compared to the full 3-D CTM. In the SH differences remain low (<20 Dobson Units (DU)) for all months except in late winter and early spring (i.e. early in the ozone hole season), when COPCAT gives values up to...
Fig. 6. Zonally averaged ozone profiles (ppmv) on the 15th of February–July 2000 at 84ºN (top), and July–December at 84ºS (bottom), from COPCAT tracer (solid black line), ECMWF v2.9 (dotted blue line) and SLIMCAT full-chemistry (dashed black line).

40 DU higher than the full-chemistry. The situation over the Arctic is very similar, differences are below 20 DU except in winter/spring. However, maximum differences over the Arctic are larger than in the Antarctic, reaching up to 60 DU in March.

4.1.2 Sensitivity to the meteorological conditions in the coefficients calculation

The default version of COPCAT used and described in this study has been derived under meteorological conditions for the year 2000 (Sect. 2.1). The reason for this was to ensure that the scheme is able to reproduce the ozone tendencies found in a cold winter. As 2000 was particularly cold over the Arctic (e.g. Sinnhuber et al., 2000), the scheme will then be able to generalise to both cold and milder conditions. To show the sensitivity the COPCAT coefficients present to the meteorology used for its calculation we have also derived a version of the scheme based on meteorology for the year 2004 (COPCAT04), a year which showed relatively mild temperatures during the Arctic winter (e.g. Manney et al., 2005).

Figure 5c shows the January–December 2000 total ozone (TO) column simulated by COPCAT04 and Fig. 5d the differences with respect to the full-chemistry run 323. The corresponding CTM runs were completely equivalent to those used to obtain the results shown in Figs. 5a and b, i.e. the CTM was driven by ERA-40 for year 2000 and the only difference is in the version of the coefficients used in the runs. It can be seen how the COPCAT04 coefficients produce significantly higher concentrations over the poles, compared to the default COPCAT ones. Over the Arctic winter/spring column values with COPCAT04 are over 30 DU larger than with COPCAT, while over the Antarctic spring COPCAT04 is around 20 DU higher than the default COPCAT. These results indicate that basing the coefficients on a year with mild temperatures (e.g. 2004) restricts the ability of the scheme to reproduce realistic ozone loss during colder winters (e.g. year 2000). On the other hand, basing the coefficients on a cold year allows the scheme to adapt also to milder conditions, as will be shown later in Sect. 4.3. Most of the results shown hereafter correspond to the COPCAT default version based on meteorology for the year 2000, otherwise the notation COPCAT04 will be clearly specified.

4.1.3 Ozone vertical profiles

Total ozone column is a good diagnostic for the global variability achieved by the model both in time and space. However, the vertical distribution of O\(_3\) must also be realistic in order to simulate correct radiative fluxes at all levels in the atmosphere. Figure 6 shows vertical profiles at 84ºN (February–July) and 84ºS (July–December), obtained with the COPCAT parameterisation and full-chemistry SLIMCAT runs driven by ERA-40 2000 winds. The O\(_3\) destruction in spring between 30–100 hPa is successfully simulated by COPCAT. However, the ozone hole duration is much shorter in the parameterisation than in the full-chemistry. The parameterisations, both COPCAT and the operational ECMWF scheme, tend to overestimate O\(_3\) in the mid/low stratosphere at high southern latitudes. The same occurs at 84ºN during winter and spring. In the upper stratosphere, compared to full-chemistry, the parameterisations underestimate O\(_3\) in spring, especially in the Southern Hemisphere. The agreement for the O\(_3\) profiles over the tropics (Fig. 7) is very good except for the fact that the maximum value around 10 hPa is underestimated by the parameterisation. As the coefficient c\(_1\) is always negative, the reference state used for \(\dot{f}\) imposes an upper limit beyond which this term will act to remove ozone (the scheme is relaxing towards this value). Therefore, because COPCAT uses the SLIMCAT-based \(\dot{f}\) reference state, the parameterisation should not give better results than the SLIMCAT full-chemistry run 323.
Fig. 7. Annual average 2000 O$_3$ (ppmv) profile at 4ºN from SLIMCAT runs using the COPCAT scheme (solid black line), full-chemistry (dashed black line), ECWMF v2.9 scheme (dotted blue line) and the COPCAT scheme with the climatology used in CHEM2D scheme (Fortuin and Kelder, 1998) (green line). HALOE observations have also been added (red line).

To evaluate effects of biases in the model-based ozone reference used by default (reference term based on output from SLIMCAT run 323), we replaced the COPCAT $\bar{f}$ reference state with that included in the CHEM2D scheme, which corresponds to the Fortuin and Kelder (1998) O$_3$ climatology (FK98 climatology hereafter). Ozonesonde stations used in the FK98 climatology from the surface to 10 hPa, together with Solar Backscatter UV (SBUV-SBUV/2) satellite observations used between 30–0.3 hPa, were described in Fortuin and Kelder (1998). Also, additional scaling to TOMS measurements was performed. We have chosen the CHEM2D $\bar{f}$ reference state because, being based on observations, it allows the estimation of the effects from biases in the full-chemistry model. Had we chosen the reference term supplied with the ECWMF v2.9 coefficients, such estimation would have not been possible. ECWMF coefficients are derived from the 2D photochemical model MOBIDIC. Therefore, attribution of differences between the COPCAT runs using the MOBIDIC-based O$_3$ reference term and the SLIMCAT-based O$_3$ term would have not been possible, due to the number of differences between both CTMs.

When replacing the COPCAT $\bar{f}$ reference state with that in the CHEM2D scheme, O$_3$ values above 5 hPa increase (green line in Fig. 7). This shows that using a different O$_3$ climatology affects the maximum peak value over the tropics and adds ozone above 5 hPa, compared to the run using the default COPCAT $\bar{f}$ (solid black line in Fig. 7). This demonstrates the relevance of the climatology/reference state choice, using the CHEM2D climatology improves results at low/mid latitudes and differences with TOMS are reduced (Fig. 8c). However, the Antarctic ozone depletion is less realistic with this climatology; the minimum in September–October is around 60 DU higher with the CHEM2D climatology. This is at least partly due to the fact that FK98 climatology does not have values for latitudes greater than 80 degrees and, for the CHEM2D climatology term, O$_3$ values at higher latitudes were extrapolated linearly in latitude based on the gradient defined by the two most poleward values (J. McCormack, personal communication, 2010).

Fig. 8. Total O$_3$ column differences (DU) with respect to TOMS for SLIMCAT runs using (a) the COPCAT scheme, (b) the ECWMF v2.9 scheme and (c) the COPCAT scheme with the CHEM2D $\bar{f}$ climatology (see text in Sect. 1 for details). Simulations use ERA-40 winds for year 2000. Contour interval is 10 DU. Colours range from dark green (most negative difference) to red (most positive difference).
Previous studies using the FK98 in place of the O$_3$ reference term include Eskes et al. (2003), where the FK98 climatology was used instead of the default term in the McLinden et al. (2000) parameterisation, to minimise conflicts within the data assimilation system (TM3DAM). However, no comparison between both ozone reference terms (default and FK98) was provided. In McCormack et al. (2006) the FK98 climatology was used because it was the one used to initialize their model at upper levels, therefore, reducing additional biases. However, they did not compare results using different climatologies either. Geer et al. (2007) did show a comparison for the ECMWF v2.1 scheme using either the default supplied climatology term or the FK98 climatology. Their results suggested the existence of biases in the default climatology with respect to FK98. This agrees with the improvements we find here when using the observation-based reference term. Geer et al. (2007) showed that, outside the polar region, the climatologies are the main controlling factor for the global stratospheric and mesosphere. In these regions the short photochemical lifetime of ozone causes a fast relaxation to the reference state. Our results agree with their findings in that the main influence of changing to the new climatology in our simulations is most evident above 10 hPa (e.g. as shown in Fig. 7). However, in our simulations we also find that changing the climatology affects the performance of the scheme over the Antarctic spring, which was not implied by the Geer et al. (2007) study.

4.2 Comparison versus ECMWF v2.9

Both COPCAT and the ECMWF scheme are based on the same linear CD approach although their treatment of heterogeneous chemistry is very different. While COPCAT considers heterogeneous and gas-phase chemistry in a consistent way, the ECMWF scheme coefficients include only gas-phase chemistry and an additional term is used to model the heterogeneous chemistry effects over the poles. The COPCAT scheme is here compared in detail with the current ECMWF operational scheme in SLIMCAT 3-D runs.

Figure 8 shows total O$_3$ column differences between SLIMCAT runs using COPCAT and ECMWF ozone schemes and TOMS for year 2000. Over the tropics both schemes underestimate column values, COPCAT simulating up to 30 DU less than observed and v2.9 up to 20 DU less. These differences are related to those in the underestimate of the maximum in the tropical profiles shown in Fig. 7. Over northern mid and high latitudes the differences are particularly large for the ECMWF scheme, which clearly overestimates column values compared to TOMS. In the Antarctic, both schemes overestimate TO column, except in October–December, when COPCAT underestimates ozone column values by 10–20 DU. Further comparisons at polar latitudes are discussed in Sect. 4.3.

Like COPCAT, the ECMWF scheme underestimates the tropical maximum with respect to full chemistry (Fig. 7). Nevertheless, ECMWF ozone is ∼1 ppmv larger than COPCAT above 5 hPa. The annual mean zonal mean ECMWF O$_3$ distribution (figure not shown) also confirms this; the ECMWF O$_3$ maximum centred at 10 hPa is larger than in the COPCAT simulation for all latitudes, although lower than the full-chemistry run over tropics and mid-latitudes. At NH high latitudes (Fig. 6) the ECMWF scheme simulates too high O$_3$ in the mid/low stratosphere compared to both the full-chemistry and COPCAT; up to 2 ppmv higher in June–July. The differences in the mid/low stratosphere between ECMWF ozone and COPCAT or full-chemistry are larger in the Antarctic region. From September to November the ECMWF scheme in the LS (∼100 hPa) is larger than the SLIMCAT full-chemistry or the COPCAT parameterisation (lower panel in Fig. 6). This helps to explain why the ozone hole is not as deep with the ECMWF scheme as it is with COPCAT or SLIMCAT full-chemistry (Fig. 8 and Sect. 4.3). Vertical features above 100 hPa also differ, with ECMWF O$_3$ being larger overall and showing too fast a recovery of the O$_3$ hole, similar to COPCAT, compared to the full-chemistry.

As shown in Fig. 7, the use of a different O$_3$ climatology changed COPCAT tropical profiles above 10 hPa. Therefore, at low latitudes the different reference state used in the ECMWF and COPCAT schemes might be playing the fundamental role in explaining the differences between both schemes. At high latitudes, the different heterogeneous chemistry treatment is the most probable cause of discrepancy between the schemes. However, at mid-latitudes both factors play important roles and it is difficult to attribute the main cause of the differences.

4.3 Polar winter/spring O$_3$ with COPCAT

This section compares the ability of the COPCAT scheme to simulate O$_3$ destruction at high latitudes with that of the full-chemistry CTM and the ECMWF scheme including the heterogeneous term in Eq. (1). It also shows the ability of COPCAT to adapt to different meteorological conditions (cold/warm polar winters).

Figure 9a and b show TO column January–December 2000 at 85° N and 75° N, respectively, for SLIMCAT simulations using the COPCAT scheme, the ECMWF scheme and the full-chemistry. The two parameterisations result in too large column values compared to the full-chemistry and TOMS. The ECMWF scheme results in the highest column values, 30 DU higher than COPCAT on average over high NH latitudes and ∼80 DU higher than TOMS at 75° N. In the Antarctic COPCAT column values are very close to full-chemistry (Fig. 9c and d). The ozone hole in September–October is better represented by COPCAT than by the ECMWF scheme which, except for the summer months, results in column values much larger than the other two runs (full-chemistry and COPCAT). Based on the few TOMS observations available at 75° S both COPCAT and SLIMCAT simulate a realistic ozone hole; differences are less...
Fig. 9. Total ozone column (DU) zonally averaged time series January–December 2000 at (a) 85° N, (b) 75° N, (c) 85° S and (d) 75° S. Results are from SLIMCAT simulations using ERA-40 winds for COPCAT (solid line), ECMWF v2.9 (dotted line) and full-chemistry (dashed line). TOMS data are also included at 75° N and 75° S from spring to autumn (red line).

than 5 DU for the available observations during September-October. These results are a further proof of the suitability of the implicit heterogeneous chemistry approach. The high column values obtained with the ECMWF scheme in the Antarctic region during winter (Fig. 9c and d) can in part be explained by transport of ozone from higher altitudes. In the Antarctic region the ECMWF scheme concentrations above 50 hPa are significantly larger than for the COPCAT scheme and the full chemistry for winter months (Fig. 6). The descent of air masses carrying such higher concentrations contributes to the increase in the total column during winter shown with the ECMWF scheme (Fig. 9c). Although the rate of decrease for the period of sharp ozone decline is similar for both schemes, the COPCAT scheme, as well as the full-chemistry run, already starts to show some decline in late winter due to the ongoing loss at the edge of the vortex; this loss process is missed by the heterogeneous treatment in the current ECMWF scheme. The implicit calculation approach in the new COPCAT scheme makes it less vulnerable to transport problems and able to achieve realistic chemical loss at the edge of the polar vortex.

The coefficients for these kinds of linear parameterisations based on the CD approach are calculated under certain atmospheric conditions, both chemical and meteorological. In the case of COPCAT such conditions correspond to the year 2000. However, the amount of O₃ loss, especially in the Arctic region, is very dependent on the minimum temperatures reached during winter. Year 2000 exhibited a very cold Arctic winter, thus, it is important to evaluate how sensitive the coefficients are to the initial calculation conditions and to what extent COPCAT is able to generalise its performance to different atmospheric conditions. Figure 10 shows the total column differences between the COPCAT and the full chemistry ozone fields for the years 1997 (cold winter, although warmer than 2000), year 2001 (warm winter) and year 2002 (split of Southern Hemisphere polar vortex, e.g. Newman and Nash, 2005). For the three years (Fig. 10a–c) the differences are similar (0–10 DU) except in the Arctic winter in 1997, where COPCAT TO column is over 30 DU larger than the full chemistry. Other cold winters like 2000 (Fig. 5) or 1996 (not shown) exhibit similar patterns in the TO column differences. In 2001 and 2002 (Figs. 10b, c) differences are small in all months and regions. In the tropical and mid-latitude
regions COPCAT columns are 0–10 DU smaller than in the full-chemistry, over high latitudes the parameterisation gives larger column values than the full chemistry, but in no case are these differences larger than 10 DU. This situation is representative of what happens in other warm winters, e.g. 1992 or 1994 (not shown), while for 1999 (warm winter) the Arctic column values are up to 40 DU lower with the parameterisation. So, for cold winters the COPCAT parameterisation tends to overestimate TO column (i.e. underestimate chemical loss) in the Arctic winter, while for most warm winters it provides values in very good agreement with the full-chemistry SLIMCAT (1999 being the only exception where the parameterisation destroys more O\textsubscript{3} than the full chemistry).

The poorer performance of the COPCAT scheme during cold Arctic winters can be explained by the fact that the coefficients for the COPCAT parameterisation, like for all previous linear ozone schemes, were calculated for the 15th of each month. And coefficients on the 15th March/September do not provide realistic loss rates for the sunlight levels found later in the month in the polar regions. This becomes more evident during cold winters, when the air processing inside the vortex has been more pronounced. Also, to calculate the coefficients, zonal mean output from the 3-D full-chemistry model was used, and coefficients were provided for every altitude/latitude (again as for previous existing schemes). Therefore, as longitudinal variability is not completely simulated, features at the edge of the polar vortex will be neglected. This will especially affect Arctic winters, as vortex breaking and filamentation events are more frequent than in the Antarctic.

To further show the sensitivity to the meteorology used to derive the coefficients (Sect. 4.1.2), Fig. 10d–f, show the differences between COPCAT04 and the full-chemistry, for same years as Fig. 10a–c. In this case, although the agreement with the full-chemistry is also very reasonable, the use of the COPCAT04 coefficients results in weaker polar loss compared to the default COPCAT. This shows that deriving the scheme coefficients under cold winter meteorological conditions improves performance for cold winter years, without limiting the adaptability of the scheme for warmer winters.

Vertical profiles at 84° N are shown in Fig. 11 for January–July 1997, 2001 and 2002. It can clearly be seen how COPCAT is able to follow well the full-chemistry variations in the three years. For the cold 1997 winter COPCAT shows a small underestimation in the middle stratosphere with respect to the full chemistry run, while for the warm 2001 winter the agreement is very good at least up to 10 hPa. In 2002 COPCAT exhibits a similar behaviour to that in 2001, except in March when COPCAT and the full-chemistry ozone field agree much better in 2002. The ECMWF v2.9 scheme tends to underestimate \text{O}_3 concentrations in the LS (~0.25 ppmv) and to overestimate concentrations above 60 hPa by up to 2 ppmv, the overestimation being more obvious during the early months of winter (January–February). While these differences with the full chemistry are common to both the cold and warm winters, overall the ECMWF scheme is closer to the full chemistry profile during warm winter conditions than it is during colder winters.

Even if warm and cold winter conditions do not affect the Antarctic as much as the Arctic it is also interesting to check the ability of COPCAT to simulate Antarctic \text{O}_3 loss for conditions different from year 2000 and, in particular, the ability of the new scheme to adapt to conditions such as those corresponding to the major warming detected in 2002. Figure 12 represents the \text{O}_3 vertical profiles from the COPCAT run, together with the full-chemistry and the ECMWF scheme, for July–December 1997, 2001 and 2002 at 84° S. These profiles show very clearly the ability of COPCAT to follow the full-chemistry field, while the ECMWF scheme overestimation is also present in this case, above 60 hPa in July–September, and in the LS region in September–December. In 1997 and 2001 the spring \text{O}_3 hole simulated by COPCAT is in very good agreement with full-chemistry SLIMCAT, while the ECMWF scheme does not deplete as much ozone in the LS region. In September 2002 both parameterisations (ECMWF and COPCAT) overestimate the concentrations between 10-100 hPa. However, the most remarkable feature in the profiles for the year 2002 is how COPCAT reproduces the fast ozone hole recovery in November, in complete agreement with the full-chemistry field, while the ECMWF scheme is not able to adapt in a similar way.
Fig. 11. Zonally averaged vertical profiles of ozone (ppmv) on the 15th of each month at 84°N for COPCAT (solid black), full-chemistry run 323 (dashed black) and ECMWF scheme (dotted blue). The period represented is January–July for the years (a) 1997, (b) 2001 and (c) 2002.

Fig. 12. Zonally averaged vertical profiles of ozone (ppmv) on the 15th of each month at 84°S for COPCAT (solid black), full-chemistry (dashed black) and ECMWF scheme (dotted blue). The period represented is July–December for the years (a) 1997, (b) 2001 and (c) 2002.

5 Summary

This work has tested the current ECMWF O₃ parameterisation in a 3-D CTM, and suggested improvements for the current operational scheme. An alternative scheme has been proposed here, based on the same CD linear approach, but using a new calculation approach with a consistent treatment of heterogeneous and gas-phase chemistry. For this, the new O₃ parameterisation scheme (COPCAT) has been developed with implicit heterogeneous chemistry. This novel approach
has been presented as a suitable improvement for schemes based on the linear Cariolle and Déqué approach, such as the operational ECMWF scheme.

The new linear ozone scheme has been obtained from SLIMCAT full-chemistry runs and for the first time it has been possible to compare a scheme of this kind with the full chemistry 3-D CTM used to calculate it. This has allowed the isolation of chemistry differences from other factors, such as numerics, resolution or transport. Obtaining a parameterisation based on a widely tested CTM like SLIMCAT is crucial to evaluate and understand differences between the parameterisation and full-chemistry models. Moreover, the approach adopted here ensures that the parameterisation obtained is as close as possible to a state-of-the-art full-chemistry CTM. COPCAT is in good overall agreement with SLIMCAT full-chemistry, although a significant reduction in the tropical maximum \( \text{O}_3 \) at 10 hPa occurs when using the parameterisation. A similar reduction takes place when using the ECMWF scheme in a SLIMCAT run, which identifies a drawback of this kind of scheme with respect to full-chemistry models. Results have also shown the relevance of the choice of the reference state (climatology); using the Fortuin and Kelder (1998) \( \text{O}_3 \) climatology the tropical differences against observations have been reduced for COPCAT runs.

The heterogeneous treatment adopted by COPCAT has provided the scheme with a realistic polar loss simulation showing that the linearisation approach can cope adequately with polar chemical processes. The new scheme is able to reproduce a realistic Antarctic ozone hole, and also over northern high latitudes COPCAT is more realistic than the current ECMWF scheme. Both treatments involve approximations, however, COPCAT has shown that heterogeneous chemistry can be included in the parameterisation consistently with the rest of the chemistry, without any additional tunable parameter. This approach has made COPCAT, not only more consistent with the full-chemistry, but also more adaptable to different atmospheric conditions. As shown in Sect. 4.3 COPCAT is able to reproduce the behaviour of the full chemistry model in the Arctic for both warm and cold winters.

It has also been shown that COPCAT is able to adapt to the unusual stratospheric meteorological patterns detected over Antarctica in 2002. The adaptability of the scheme makes it a good candidate to be used in the production of a long reanalysis series. Coefficients would only have to be recomputed for periods in which atmospheric chemistry conditions were very different from present ones, mainly in terms of ozone depleting substances (ODS) concentrations. To adjust the tendencies to the actual chemistry conditions coefficients would be recomputed for years before 1980, when ODS concentrations were still low enough not to produce ozone destruction during the Antarctic spring, and again before the 1960s, when no significant ODS concentrations were present in the atmosphere (WMO, 2007).

The inclusion of heterogeneous chemistry in the scheme has not been detrimental for the linearity of the approach. Only at polar latitudes is the range of temperatures for the linear approximation somewhat restricted. Such temperature range \((\pm 10 \text{ K} \text{ from the reference state})\) is still within the typical variation range observed in global models (e.g. Shine et al., 2003), however, to ensure the accuracy of the scheme under all possible polar vortex conditions higher order terms could be included as a future improvement to the scheme. This would not increase much the cost of the scheme, as it would only mean the coefficients files to be read-in would contain more data. Based on the underestimation of polar loss by the linear parameterisations, coefficients could be provided twice a month, instead of just on the 15th of each month, to provide more realistic loss rates for the sunlight levels found in the polar early spring.

Other improvements that can easily be implemented in future COPCAT versions are the use of a higher vertical resolution, as well as basing the scheme in a full-chemistry run using the recent ERA-Interim reanalyses, which have already shown to provide more realistic results in the stratosphere than ERA-40 (e.g. Monge-Sanz et al., 2007). Solar cycle influences could also be included in future COPCAT versions. Moreover, as the full chemistry SLIMCAT model is continuously subject to revisions and improvements, following versions of COPCAT would benefit from the same developments included in the CTM.

This study has also shown the sensitivity of this kind of linear scheme to the meteorology used to derive the coefficients. Thus, care must be taken to choose those meteorological conditions that maximise the adaptability of the scheme to reproduce realistic polar loss under different polar winter conditions. We have compared coefficients derived under year 2000 meteorology (COPCAT) and a second version derived under year 2004 meteorology (COPCAT04). The default COPCAT (based on year 2000 conditions) has shown better agreement with the full-chemistry than COPCAT04 and very good adaptability for a multiannual run.

The good agreement COPCAT presents with SLIMCAT full-chemistry is encouraging and shows the scheme as a promising alternative to the use of parameterisations with a separate treatment of gas-phase and heterogeneous chemistry. Furthermore, given the good agreement between COPCAT, the parent full-chemistry CTM and observations, a scheme like COPCAT can be used to assess the performance of two-way coupled systems including full-chemistry within a NWP model, e.g. the coupled system used by Flemming et al. (2010).

The approach shown in this study could be applied by any other 3-D CTM with complete ozone chemistry. Deriving this kind of implicitly consistent linear scheme from different CTMs, and being able to compare it with the corresponding full-chemistry model, would add valuable information on the performance of linear \( \text{O}_3 \) parameterisations widely.
used in NWP and data assimilation systems, such as those of UK Met-Office, ECMWF or Météo-France.
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