On microphysical processes of noctilucent clouds (NLC): observations and modeling of mean and width of the particle size-distribution
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Abstract. Noctilucent clouds (NLC) in the polar summer mesopause region have been observed in Norway (69° N, 16° E) between 1998 and 2009 by 3-color lidar technique. Assuming a mono-modal Gaussian size distribution we deduce mean and width of the particle sizes throughout the clouds. We observe a quasi linear relationship between distribution width and mean of the particle size at the top of the clouds and a deviation from this behavior for particle sizes larger than 40 nm, most often in the lower part of the layer. The vertically integrated particle properties show that 65% of the data follows the linear relationship with a slope of 0.42 ± 0.02 for mean particle sizes up to 40 nm. For the vertically resolved particle properties (∆z = 0.15 km) the slope is comparable and about 0.39 ± 0.03. For particles larger than 40 nm the distribution width becomes nearly independent of particle size and even decreases in the lower part of the layer. We compare our observations to microphysical modeling of noctilucent clouds and find that the distribution width depends on turbulence, the time that turbulence can act (cloud age), and the sampling volume/time (atmospheric variability). The model results nicely reproduce the measurements and show that the observed slope can be explained by eddy diffusion profiles as observed from rocket measurements.

1 Introduction

Noctilucent clouds (NLC; also called polar mesospheric clouds, or PMC, when seen from space) are an intriguing optical twilight phenomenon which can be observed throughout the summer months, most often at latitudes poleward of 50° (e.g. Thomas, 1984; Gadsden and Schröder, 1989). NLC consist of water ice particles which form in the extremely cold and dry environment of the polar summer mesopause region (Hervig et al., 2001). This region is characterized by mean temperatures being as low as ~130 K and by water vapor mixing ratios of just a few parts per million by volume (ppmv) (e.g. Lübken, 1999; Seele and Hartogh, 1999). Temperature and water vapor in the polar summer mesopause region are driven by dynamical processes from global to local scales. Both scales are connected with gravity waves and wave breakdown, which can be seen directly in NLC displays (Witt, 1962; Fritts et al., 1993). Existing just at the edge of feasibility, NLC properties are extremely sensitive toward changes of their environment (e.g., temperature, water vapor, or dynamical parameters like wave activity). We report on observations of particle properties by multi-color lidar performed in Northern Norway (Baumgarten et al., 2008). We investigate in detail the mean and the width of the size distribution and compare the results to microphysical modeling of NLC to identify the processes affecting especially the distribution width. Besides the microphysical aspects these observations are important for the interpretation of other instruments sounding the particle size of NLC. For most instruments the particle size is retrieved under the assumption of a predefined and constant distribution width (e.g. Bailey et al., 2009; Robert et al., 2009). From our measurements we show that this assumption needs to be revisited.

In the following section we will briefly describe the observation method, including the data analysis procedure, and the microphysical model focused on the sensitivity study used for interpretation of the observations. In Sect. 3 we will present the observations and in Sect. 4 we will discuss the observations as well as the underlying microphysical processes.
2 Instrument, method and model

2.1 Lidar

Lidar measurements of NLC particle properties were performed with the ALOMAR RMR-lidar in Northern Norway (69° N, 16° E). Throughout the NLC season (1 June to 15 August) from 1998 to 2009 the lidar was operated whenever permitted by the weather. Laser pulses at three widely separated wavelengths (355 nm, 532 nm, 1064 nm) are emitted, scattered back by air molecules and particles in the atmosphere and collected by telescopes with a diameter of 1.8 m. The received light is recorded by single photon counting detectors. After separation of particle and molecular signal, the particle properties are calculated by comparison to modeled optical particle signals (Baumgarten et al., 2007). The method is appropriate for the analysis of a mono-modal size distribution consisting of non-spherical particles, where the radius is that of a volume-equivalent sphere. Throughout this manuscript we use results for cylindrical particles and an assumed Gaussian-shaped size distribution (Berger and von Zahn, 2002; Rapp and Thomas, 2006). We analyze the particle properties throughout the NLC layer where the NLC signal is larger than twice the measurement uncertainty: \( \beta_{532nm,NLC}(z) > 2 \times \Delta \beta_{532nm,NLC}(z) \), with \( \beta \) being the backscatter coefficient and \( \Delta \beta \) the corresponding measurement uncertainty. The measurements of NLC are analyzed for particle sizes only when in addition the measurement errors of the color ratios \( C R_{\lambda,NLC} = \beta_{\lambda,NLC}/\beta_{532nm,NLC} \) are small. In detail: \( \Delta C R_{1064nm,NLC}(z) < 0.08 \) and \( \Delta C R_{532nm,NLC}(z) < 1.0 \). These limits were found to give a good compromise of the precision of the single measurement and the number of measurements analyzed.

To enhance the signal to noise ratio, the data throughout the layer are processed in different ways: Minimal averaging using a sliding binomial filter with FWHM = 475 m and 150 m sampling (method 1). Segmentation of the layer into top, peak and bottom part (method 2). Usage of the vertically integrated signal (method 3). For the segmentation of the layer (method 2) we use the following algorithm: The peak range is defined to be the altitude range above and below the peak backscattering \( \beta_{\text{max}} \equiv \beta_{532nm,NLC}(z_{\text{max}}) \) where \( \beta_{532nm,NLC}(z) > 0.7 \times \beta_{\text{max}} \). The top and the bottom parts of the layer are calculated by summing up the significant backscattering above or below the peak range. We regard the NLC signal to be significant when it is larger than twice the measurement uncertainty. Further details on the analysis of the vertical structure throughout the NLC layer can be found in Baumgarten and Fiedler (2008). While method 1 shows the particle properties at the highest possible resolution, method 3 should be more comparable to other sounding methods (e.g. nadir viewing satellite instruments). Method 2 allows to study different aspects of the cloud microphysics. As the cloud particles fall through the atmosphere while they grow, younger particles should be found above the peak of the layer, while mature particles are expected at the layer bottom.

2.2 CARMA

The community aerosol and radiation model for atmospheres (CARMA) is a microphysical model developed over the past 30 years, and has been applied to a wide variety of problems ranging from cloud physics to aerosols. The model originates from a stratospheric aerosol code developed by Turco et al. (1979) and Toon et al. (1979). CARMA was first applied to the physics of mesospheric ice particles by Turco et al. (1982), and then further developed by several authors (e.g. Jensen and Thomas, 1994; Rapp et al., 2002). For the current study, we use results from a large number of simulations using a one-dimensional version of CARMA which have been described in detail in Rapp and Thomas (2006); Rapp et al. (2007).

3 Observations

The ALOMAR RMR-lidar has been operated for 3972 h during the NLC seasons from 1998 to 2009 whereof about 1680 hours contain signatures of NLC. A detailed description of the NLC dataset and the mean particle properties can be found in Fiedler et al. (2009) and Baumgarten et al. (2008) respectively. The lidar is designed as a twin system and measurements can be performed at two different locations separated by about 40 km at NLC altitude (Baumgarten et al., 2002). For the particle soundings we treat these as independent observations. This data set was analyzed with a temporal resolution of 14 min. In total this results in 22 820 soundings that could be analyzed for particle properties. Due to instrument developments the number of particle size soundings has increased since 2005. About 92% of the size measurements were performed in the years 2006 to 2009.

In Fig. 1 we show the retrieved width \( (s) \) and the mean \( (r) \) of the particle size distribution, color-coded as a two-dimensional probability distribution relative to the maximum. The figure shows results for the total dataset sampled with the highest possible resolution (method 1). The ensemble of particles with \( r = 31 \text{ nm} \) and \( s = 13 \text{ nm} \) occur most often and hence show the highest probability density. The mean distribution width for different particle sizes, calculated by binning the sizes in 2.5 nm steps, is also shown in the figure. We find two different relationships between distribution width and mean radius: For particle sizes below 40 nm width and radius are strongly correlated, while for larger particle sizes the distribution width is nearly constant. To give a simple function for this behavior, weighted linear regressions were performed for these two particle size ranges.

The weight of the regression is defined by the measurement uncertainty, in case of the size-binned mean (black-red curve in Fig. 1) we use the statistical error of the mean.
Baumgarten and Fiedler and includes (Baumgarten et al., 2010). The mean vertical extent of the sounding volume is about 3–4 km, respectively. For all layer parts we find a strong correlation of $s$ and $r$ for mean sizes up to 40 nm. The slope varies only slightly throughout the layer from 0.41 to 0.44 for the cloud top and bottom respectively. At the mean size of about $r = 40$ nm the relationship between $s$ and $r$ and we find a decrease of the mean distribution width with increasing $r$. To estimate how well the mean slope describes the whole dataset we have calculated the fraction of particle soundings that deviate by more than 25% from $s/r = S_{<40 \text{nm}}$. We find that 79% (top), 63% (peak) and 51% (bottom) of all particle soundings are compatible with the mean slope ($S_{<40 \text{nm}}$). Deviations from the mean slope are mostly caused by larger particles located below the mean slope.

We have investigated the vertical mean particle properties by averaging the signal over the full altitude range (method 3). In Fig. 3 the vertical extent of the sounding volume is about 3–10 times larger than in Fig. 1 and includes the vertical gradient of the mean particle sizes (c.f. Fig. 6). Nevertheless we also find for the vertically integrated signal that about 65% of the observations are compatible with the mean slope of $S_{<40 \text{nm}} = 0.42 \pm 0.02$. The results for the different analysis methods applied to the complete set of observations are summarized in Table 1. We apply the analysis to two different cloud classes, “all” and “statistic”, where the latter only includes clouds with $\beta_{\text{max}} > 4 \times 10^{-10} \text{m}^{-1} \text{sr}^{-1}$. While clouds with $\beta_{\text{max}} \leq 4 \times 10^{-10} \text{m}^{-1} \text{sr}^{-1}$ could bias the trend analysis due to year-to-year changes in the instrument sensitivity the particle properties are still reliable (Fiedler et al., 2003). For the highest resolution the signal quality allows calculating particle sizes for particles larger than 20 nm, while the small particle size limit is 14–16 nm for the peak results are shown in Fig. 2. The mean vertical extent of the NLC top, peak and bottom parts are 0.92 km, 0.76 km and 0.65 km, respectively. For all layer parts we find a strong correlation of $s$ and $r$ for mean sizes up to 40 nm. The slope varies only slightly throughout the layer from 0.41 to 0.44 for the cloud top and bottom respectively. At the mean size of about $r = 40$ nm the relationship between $s$ and $r$ changes and we find a decrease of the mean distribution width with increasing $r$. To estimate how well the mean slope describes the whole dataset we have calculated the fraction of particle soundings that deviate by more than 25% from $s/r = S_{<40 \text{nm}}$. We find that 79% (top), 63% (peak) and 51% (bottom) of all particle soundings are compatible with the mean slope ($S_{<40 \text{nm}}$). Deviations from the mean slope are mostly caused by larger particles located below the mean slope.

We have investigated the vertical mean particle properties by averaging the signal over the full altitude range (method 3). In Fig. 3 the vertical extent of the sounding volume is about 3–10 times larger than in Fig. 1 and includes the vertical gradient of the mean particle sizes (c.f. Fig. 6). Nevertheless we also find for the vertically integrated signal that about 65% of the observations are compatible with the mean slope of $S_{<40 \text{nm}} = 0.42 \pm 0.02$. The results for the different analysis methods applied to the complete set of observations are summarized in Table 1. We apply the analysis to two different cloud classes, “all” and “statistic”, where the latter only includes clouds with $\beta_{\text{max}} > 4 \times 10^{-10} \text{m}^{-1} \text{sr}^{-1}$. While clouds with $\beta_{\text{max}} \leq 4 \times 10^{-10} \text{m}^{-1} \text{sr}^{-1}$ could bias the trend analysis due to year-to-year changes in the instrument sensitivity the particle properties are still reliable (Fiedler et al., 2003). For the highest resolution the signal quality allows calculating particle sizes for particles larger than 20 nm, while the small particle size limit is 14–16 nm for the peak

![Fig. 1. 2-dimensional probability distribution for mean particle size ($r$) and distribution width ($s$) throughout the NLC layer sampled with 150 m resolution (method 1). The black-red curve indicates the mean distribution width for 2 nm particle size bins, the errorbars denote the 1-$\sigma$ variability. The white-blue line is a error-weighted fit to the data for mean particle sizes below 40 nm. The dashed lines indicate the range for the slope $\pm 25\%$. The red-white line indicates an fit to the data for $r > 40$ nm.](https://www.atmos-chem-phys.net/10/6661/2010/)

<table>
<thead>
<tr>
<th>Typ</th>
<th>Method</th>
<th>Cloud</th>
<th>$S_{&lt;40 \text{nm}}$</th>
<th>$S_{\geq 40 \text{nm}}$</th>
<th>onfit</th>
<th>[%]</th>
<th>[%]</th>
<th>$S_{35 \text{nm}}$</th>
<th>$S_{50 \text{nm}}$</th>
<th>$\Delta z$</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>3</td>
<td>all</td>
<td>0.42±0.02</td>
<td>−0.08±0.02</td>
<td>65.4</td>
<td>31.1</td>
<td>42.8</td>
<td>13.8</td>
<td>14.3±0.9</td>
<td>15.5±0.1</td>
<td>2.13</td>
</tr>
<tr>
<td>H</td>
<td>1</td>
<td>all</td>
<td>0.39±0.03</td>
<td>0.003±0.008</td>
<td>70.1</td>
<td>28.5</td>
<td>45.6</td>
<td>14.0</td>
<td>13.3±0.1</td>
<td>14.7±0.2</td>
<td>0.15</td>
</tr>
<tr>
<td>T</td>
<td>2</td>
<td>all</td>
<td>0.41±0.02</td>
<td>−0.05±0.02</td>
<td>78.2</td>
<td>19.9</td>
<td>37.3</td>
<td>12.8</td>
<td>13.7±0.9</td>
<td>14.8±0.1</td>
<td>0.92</td>
</tr>
<tr>
<td>P</td>
<td>2</td>
<td>all</td>
<td>0.44±0.02</td>
<td>−0.08±0.02</td>
<td>61.2</td>
<td>37.2</td>
<td>44.8</td>
<td>13.9</td>
<td>14.1±0.9</td>
<td>15.4±0.1</td>
<td>0.76</td>
</tr>
<tr>
<td>B</td>
<td>2</td>
<td>all</td>
<td>0.44±0.03</td>
<td>−0.08±0.02</td>
<td>49.1</td>
<td>49.2</td>
<td>55.0</td>
<td>15.0</td>
<td>14.1±0.1</td>
<td>16.8±0.2</td>
<td>0.65</td>
</tr>
<tr>
<td>I</td>
<td>3</td>
<td>statistic</td>
<td>0.46±0.03</td>
<td>−0.07±0.02</td>
<td>57.0</td>
<td>41.5</td>
<td>43.9</td>
<td>14.1</td>
<td>14.7±0.2</td>
<td>15.4±0.2</td>
<td>2.10</td>
</tr>
<tr>
<td>H</td>
<td>1</td>
<td>statistic</td>
<td>0.39±0.03</td>
<td>0.003±0.008</td>
<td>69.4</td>
<td>29.3</td>
<td>45.8</td>
<td>14.0</td>
<td>13.3±0.1</td>
<td>14.7±0.2</td>
<td>0.15</td>
</tr>
<tr>
<td>T</td>
<td>2</td>
<td>statistic</td>
<td>0.42±0.02</td>
<td>−0.05±0.02</td>
<td>76.7</td>
<td>21.9</td>
<td>37.3</td>
<td>12.8</td>
<td>13.7±0.8</td>
<td>14.7±0.1</td>
<td>0.90</td>
</tr>
<tr>
<td>P</td>
<td>2</td>
<td>statistic</td>
<td>0.45±0.02</td>
<td>−0.09±0.02</td>
<td>56.0</td>
<td>42.5</td>
<td>46.1</td>
<td>14.0</td>
<td>14.1±0.1</td>
<td>15.3±0.1</td>
<td>0.76</td>
</tr>
<tr>
<td>B</td>
<td>2</td>
<td>statistic</td>
<td>0.44±0.03</td>
<td>−0.10±0.02</td>
<td>47.2</td>
<td>51.0</td>
<td>55.7</td>
<td>15.1</td>
<td>14.1±0.1</td>
<td>16.8±0.2</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 1. Particle properties and slope ($\beta$) of the fit for different analysis methods/layer parts. I: Vertical integral, H: Highest resolution, T: NLC top, P: NLC peak, B: NLC bottom. The probability of finding particle soundings close to the fitted slope ($\pm 25\%$) is listed in column onfit. The probability for finding particle ensembles where the width is smaller than expected from the fit is listed in column below ($\beta$) are the mean radius and mean width, respectively. $S_{35 \text{nm}}$ and $S_{50 \text{nm}}$ give the width at $r = 35 \text{ nm}$ and $r = 50 \text{ nm}$, respectively. The width of the layer is shown in column $\Delta z$ and the number of measurements is found in the last column. Cloud type “all” includes all clouds observed, while “statistic” denotes clouds with $\beta_{\text{max}} > 4 \times 10^{-10} \text{m}^{-1} \text{sr}^{-1}$ used for statistical studies (e.g. Baumgarten et al., 2008).
The distribution widths for two fixed mean particle sizes (35 nm and 50 nm) are explicitly listed in the table. The widths for 35 nm mean sizes for analysis methods 2 and 3 are usually larger than that of method 1, which uses the highest vertical resolution and hence the smallest sounding volume.

### 4 Model results and discussion

We have analyzed CARMA simulations for 792 different combinations of temperature, H₂O and eddy diffusion (turbulence) to study the effect of background variability on the NLC particle properties. These are the same model runs as previously described and discussed by Rapp et al. (2007) in the context of modeling color ratios observed by lidar. The key questions to be addressed with the help of these model runs were:

1. What is the cause for the increase of distribution width with increasing particle size?
2. What parameters do determine the slope of this increase?
3. Why does the distribution width stop growing at about 40 nm?
(4) What process does cause a decrease of distribution width for large particles?

In Fig. 4 we show the model results for varying temperature and H₂O but the turbulent eddy diffusion profile of the reference case, discussed in detail in Rapp and Thomas (2006). We observe that the model shows a correlation of mean and width, similar to the lidar observations. In the model the distribution width increases until the mean particle size has reached about 60 nm. Furthermore we observe that the distribution width decreases for larger particles for “mature” clouds i.e., after more than one day of model simulation. This result is compatible to the lidar observations where we find the deviations from the correlation of width and mean size in the lower part of the layer. Here we expect to find the oldest (“mature”) particles. Figure 4 also shows that for smaller particles \( (r < 40 \text{ nm}) \) the distribution width of the ensemble for clouds older than one day is slightly larger than that during the first day.

In Fig. 5 we show the mean model results for varying turbulence strength. The eddy diffusion profile of the model reference case was multiplied by factors of 0.1 and 10, respectively. This set of parameters was based on observations of energy dissipation rates that varied about one order of magnitude from the mean (Lübken et al., 2002). It is noteworthy that the turbulence occurrence rate reaches about 90% at 88 km and is tightly connected to the mesopause altitude (Rapp and Lübken, 2003, their Fig. 7). Even in the altitude range of 82 km to 86 km the turbulence occurrence rate is about 20% to 50%. We expect that eddy diffusion of less than 0.1 times the mean (i.e., absence of turbulence) is not applicable for NLC growth. Otherwise turbulence must be virtually absent throughout the whole time needed to grow NLC particles from a small nucleus till they can be detected by lidar.
We observe that elevated turbulence also increases the slope of the curve. Furthermore the turbulence strength defines the maximum distribution width reached. For example the reference case asymptotically approaches a width of about 15 nm, similar to the width observed by the lidar. For mean particle sizes larger than 40 nm the cases with enhanced or reduced turbulence are larger or smaller than the mean width observed by the lidar. For smaller particle sizes the case with enhanced turbulence on the other hand agrees quite well with the observations. The observations with the largest distribution width compare well to the model results with the 10 times enhanced turbulence, but occur less often. Similarly the observations with the smallest distribution width agree with those with reduced turbulence. It should be noted that also mixing due to gravity wave breaking might increase the distribution width but has not been treated in NLC models yet (e.g. Liu and Gardner, 2004). As wave mixing is not included in the model, the eddy diffusion of the reference case might underestimate the broadening of the size distribution due to vertical mixing.

In Fig. 6 we show the eddy diffusion profile and the idealized vertical structure of the particle size. We have extended the lidar observations of the particle size above 85 km by recent measurements of particle sizes in PMSE (Polar Mesosphere Summer Echos) by radar. Further discussion about the comparison of radar and lidar results can be found in (Li et al., 2010). Due to the combination of strong eddy diffusion and a gradient in the particle size, turbulent mixing can increase the particle distribution width. The altitude dependence of eddy diffusion and particle size also shows a potential mechanism for an upper limit of the mean distribution width. As the turbulence strength decreases below 88 km but the particle size increases, we can expect a decrease in the broadening of the distribution due to turbulence. For example the mean particle size of $r = 40$ nm is reached at an altitude of about 84 km, where the eddy diffusion is only $\sim 25\%$ of the peak value.

Varying turbulence might also be responsible for the different slopes observed for $r > 40$ nm in Fig. 1 to Fig. 3. We observe that method 1 shows a zero slope for $r > 40$ nm while methods 2 and 3 resulted in negative slopes throughout the layer. When looking at the size distribution with the highest vertical resolution, we find a larger fraction of clouds with large particles and high distribution widths. This results in a zero slope for $r > 40$ nm at the highest resolution (method 1) while the two other methods show a negative slope for $r > 40$ nm. From the model calculations we realize that distribution widths larger than about $s = 20$ nm originate from elevated turbulence. It was previously observed that elevated turbulence can occur in narrow layers ($\Delta z \ll 1$ km, Stremikov et al., 2003). Such narrow layers might be visible in the high resolution data but suppressed when averaging the data vertically (methods 2 and 3). The analysis of different cloud classes (Table 2) shows that for methods 2 and 3 the slope is typically negative for strong clouds and for medium clouds at the cloud peak and bottom. So for those cloud classes we observe less clouds with large particles and a wide distribution but more clouds with large particles and a narrow distribution. This might indicate that.

**Fig. 5.** Mean size and width of the particle size distribution at the peak of the layer for several CARMA simulations with varying background conditions. Solid red, green and blue lines indicate results for varying turbulence for the reference, the reduced and the enhanced case. Dashed and dotted lines indicate 10 K higher and 10 K lower temperatures, respectively. The thick black line depicts the size-binned mean distribution width as shown by the fit lines in Fig. 1. Thin black lines indicate the range of observations of $s$ and $r$.

**Fig. 6.** NLC particle size and eddy diffusion profile for the reference case (blue, lower scale). The profile was derived by fitting a Gaussian to the data published in Lübken (1997). Thick black line depicts an idealized altitude profile of the mean particle size combined from data used in this paper (below 85 km), and from radar measurements (above 85 km) (Li et al., 2010).
large particles in medium or strong clouds occur more often with reduced turbulence. On the other hand we often observe a decrease of distribution width for particle sizes larger than 40 nm, especially at the lower part of the cloud. This decrease requires another mechanism, as turbulent or wave mixing will increase the distribution width throughout the NLC layer. However, at the bottom of the layer this behavior might change. One reason could be the changing vertical gradient in the mean particle size, causing eddy diffusion to mix volumes of comparable particle sizes. Even more, particles could be mixed downward at the cloud bottom, without upward mixing from below, since particles falling below the cloud bottom will sublimate. Another possible mechanism for decreasing the distribution width is that vertical winds, introduced by gravity waves, can separate small particles from the larger ones. Potentially, redistribution of water to lower altitudes by freeze-drying also might shift the nucleation to lower altitudes where turbulence is less active.

5 Conclusions

We have presented an extensive set of lidar observations of NLC particle properties and analyzed the dataset regarding the mean size \( s \) and distribution width \( s \). We observe a robust correlation of \( s \) and \( r \) for mean sizes up to 40 nm. This relation is independent of the analysis method and can be found throughout the NLC layer. The distribution width \( s \) can be approximated from the mean particle size by \( s = 0.4 \times r \). Allowing an accuracy of \( \pm 25\% \), 70\% of the lidar observations, analyzed with the highest possible vertical resolution, are compatible with this simple relationship. The approximation becomes even better if in addition a constant distribution width of \( s \approx 15 \) nm is used for \( r \geq 40 \) nm.

A microphysical model of NLC (CARMA) can reproduce the observed correlation for smaller particles. We find that the slope is defined by the strength of vertical mixing due to eddy diffusion. A smaller fraction of observations shows a combination of \( s \) and \( r \) that can be explained by 10 times increased eddy diffusion. The model also reproduces that the distribution width for larger particles becomes constant. This constant distribution width could be caused by the fact that we observe larger particles in the lower part of the NLC layer. At altitudes where the mean particle size is above 40 nm, the diffusion coefficient is at most 25\% of the peak value of eddy diffusion.

Our investigation shows that the observed dependence of \( s \) on \( r \) is a valuable tool to adjust the microphysical processes in modeling of NLC, primarily the eddy diffusion or wave mixing. The observed approximation of distribution width as function of particle size is of importance for other instruments that can not directly measure the distribution width and the particle size.
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