The Coupled Aerosol and Tracer Transport model to the Brazilian developments on the Regional Atmospheric Modeling System (CATT-BRAMS) – Part 2: Model sensitivity to the biomass burning inventories
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Abstract. We describe an estimation technique for biomass burning emissions in South America based on a combination of remote-sensing fire products and field observations, the Brazilian Biomass Burning Emission Model (3BEM). For each fire pixel detected by remote sensing, the mass of the emitted tracer is calculated based on field observations of fire properties related to the type of vegetation burning. The burnt area is estimated from the instantaneous fire size retrieved by remote sensing, when available, or from statistical properties of the burn scars. The sources are then spatially and temporally distributed and assimilated daily by the Coupled Aerosol and Tracer Transport model to the Brazilian developments on the Regional Atmospheric Modeling System (CATT-BRAMS) in order to perform the prognosis of related tracer concentrations. Three other biomass burning inventories, including GFEDv2 and EDGAR, are simultaneously used to compare the emission strength in terms of the resultant tracer distribution. We also assess the effect of using the daily time resolution of fire emissions by including runs with monthly-averaged emissions. We evaluate the performance of the model using the different emission estimation techniques by comparing the model results with direct measurements of carbon monoxide both near-surface and airborne, as well as remote sensing derived products. The model results obtained using the 3BEM methodology of estimation introduced in this paper show relatively good agreement with the direct measurements and MOPITT data product, suggesting the reliability of the model at local to regional scales.

1 Introduction

The high concentrations of aerosol particles and trace gases observed in the Amazonian and Central Brazilian atmosphere during the dry season are with the result of intense anthropogenic biomass burning activity (vegetation fires). A widely cited estimate suggests that biomass burning in South America is responsible for the emission of 30 Tg year$^{-1}$ of aerosol particles to the atmosphere (Andreae, 1991). Most of the particles are in the fine particle fraction of the size distribution, which can remain in the atmosphere for approximately a week (Kaufman, 1995). In addition to aerosol particles, biomass burning produces water vapor and carbon dioxide, and is a major source of other compounds such as carbon monoxide (CO), volatile organic compounds, nitrogen oxides, and organic halogen compounds (Andreae and Merlet, 2001). In the presence of abundant solar radiation and high concentrations of NO$x$, the oxidation of CO and hydrocarbons results in ozone (O$3$) formation. In this way, biomass burning emissions have a strong impact on tropospheric and stratospheric chemical composition, and are an
important agent of weather and climate change. Therefore, the estimation of the amounts injected into the atmosphere at regional as well as global scales is needed.

The most common way to estimate emissions from vegetation fires, the so-called “bottom-up” approach, is through an initial estimation of the quantity of biomass consumed through combustion. This estimation can be accomplished if information on the aboveground biomass density, the combustion factor (the fraction of the fuel load actually combusted) and the area burned is available. Following this method, the amount of specific chemical species can be obtained by using the associated emission factor (fraction of mass of compound emitted per mass of fuel burned, on a dry mass basis). A thorough review of emission factors was presented by Andreae and Merlet (2001).

Several authors have presented estimates of biomass consumption by combustion. Hao and Liu (1994) built a database for the spatial (5 degrees) and temporal (monthly) distribution of the amount of biomass burned in tropical America, Africa, and Asia during the late 1970s. Schultz (2002) and Generoso et al. (2003) proposed the use of fire-count data from the Along Track Scanning Radiometer (ATSR) to estimate the typical seasonal and interannual variability of biomass burning emissions. Duncan et al. (2003) combined the same ATSR fire-count data and the Advanced Very High Resolution Radiometer (AVHRR) World Fire Atlas, and using the total Ozone Mapping Spectrometer (TOMS) Aerosol Index as a proxy to estimate the strength of emissions, the authors estimated the mean variability of CO emissions from biomass burning. The Global Wildland Fire Emission Model (GWEM) (Hoelzemann et al., 2004) provides emissions for several species based on the data from the European Space Agency’s monthly Global Burnt Scar satellite product (GLOBSCAR), and more recently GBA2000 of the Joint Research Centre of the European Commission (JRC) and results from the Lund-Potsdam-Jena Dynamic Global Vegetation Model (LPJ-DGVM) for the year 2000. Giglio et al. (2006) and van der Werf et al. (2006), using burned-area estimates from remote sensing, a biogeochemical model, and emission factors from the literature, estimated fire emissions during the 8-year period from 1997 to 2004. This dataset, called Global Fire Emissions Database (GFEDv2), has $1^\circ \times 1^\circ$ spatial resolution with 8-day and one-month time steps. GWEM yields over 5 times less CO emissions than GFED for South America, and predicts an early emission maximum in August, in contrast to the agreement on a maximum in September by all the other inventories cited above. The relatively poor result of GWEM for South America was attributed mainly to the insufficient performance of the global burn area products GLOBSCAR (Hoelzemann et al., 2004) and GBA2000 (Hoelzemann et al., 2007) over this region. The most recent GWEM version (1.4), which includes a correction for South America based on the method presented here, yields estimated CO emissions increased by 30% and an improved seasonality, shifting the emission maximum to September (Hoelzemann et al., 2007). Alternative methodologies use the fire radiative energy to estimate the emission rates (Kauffman et al., 2003; Riggan et al., 2004; Ichoku and Kaufman, 2005; Wooster et al., 2005; Freeborn et al., 2008; Pereira et al., 2009).

In this paper we describe and evaluate an estimation technique for biomass burning emissions based on a combination of remote sensing fire products and field observations. The resulting inventory is then applied to simulate the 2002 dry season pyrogenic CO over South America (SA), when and where the field campaigns LBA Smoke, Aerosols, Clouds, Rainfall, and Climate (SMOCC) and Radiation, Cloud, and Climate Interactions in the Amazon during the dry-to-wet Transition Season (RaCCI) took place. The paper is organized as follows: in Sect. 2, the technique is described. In Sect. 3, we evaluate the model results for CO, using surface measurements, airborne and remote-sensing-retrieved data. Our conclusions are discussed in Sect. 4.

## 2 The biomass burning emissions inventory

The biomass burning emission parameterization method used in this paper, which we named Brazilian Biomass Burning Emission Model (3BEM), is based on the approach of Freitas et al. (2005). Basically, for each fire pixel detected, the mass of the emitted tracer is calculated by the following expression, which takes into consideration the estimated values for the amount of above-ground biomass available for burning ($\alpha$), the combustion factor ($\beta$), the emission factor (EF) for a certain species [$\eta$] from the appropriate type of vegetation, and the burning area ($a_{fire}$) for each burning event:

$$M^{[\eta]} = \alpha_{veg} \cdot \beta_{veg} \cdot EF^{[\eta]}_{veg} \cdot a_{fire}.$$

(1)

A hybrid remote-sensing fire product is used to minimize missing remote sensing observations. The fire database actually utilized is a combination of the Geostationary Operational Environmental Satellite - Wildfire Automated Biomass Burning Algorithm (GOES WF, ABBA product (cmsss.ssec. wisc.edu/goes/burn/wfabba.html; Prins et al., 1998), the Brazilian National Institute for Space Research (INPE) fire product, which is based on the Advanced Very High Resolution Radiometer (AVHRR) aboard the NOAA polar orbiting satellites series (www.cptec.inpe.br/queimadas; Setzer and Pereira, 1987), and the Moderate Resolution Imaging Spectroradiometer (MODIS) fire product (modis-fire.umd.edu; Giglio et al., 2003). The three fire product databases are combined using a filter algorithm to avoid double counting of the same fire, by eliminating additional fires within a circle of 1 km radius. The fire detection maps are merged with 1-km resolution land use data (Belward, 1996; Sestini et al., 2003) to provide the associated emission (EF) and combustion ($\beta$) factors through a look-up-table. The corresponding carbon density ($\alpha$) is defined from the carbon in live vegetation data, estimated using Olson et al. (2000)
Fig. 1. Cartoon describing all sources of information used to estimate biomass burning emissions according to the 3BEM methodology.

The land use map for the Amazon basin was updated with data provided by the PROVEG project (Sestini et al., 2003), and is based on the year 2000. One shortcoming of the 3BEM methodology is the use of static land cover and carbon content data sets. Therefore, on pixels where fires took place previously or where the land use changed, there may be a mismatch between the actual values and those prescribed by the data sets. The emission and combustion factors for each biome are based on the work of Ward et al. (1992) and Andreae and Merlet (2001). The burnt area is estimated from the instantaneous fire size retrieved by remote sensing, when available, or by statistical properties of the fire scars. Fires detected according to the GOES WF_ABBA product have the burnt area estimated by the instantaneous fire size for each non-saturated and non-cloudy fire pixel, where it is possible to retrieve sub-pixel fire characteristics. For GOES WF_ABBA detected fires that have no information about the instantaneous fire size, a mean instantaneous fire size of 0.14 km² (calculated from the GOES ABBA database of the previous years) is used. For fires detected by the MODIS and AVHRR systems, a mean value of 0.22 km² of burnt area is applied according to J. M. Pereira (personal communication, 2007). The total emission per species for each model grid box, taking into account all the possible observed sub-grid fires burning different types of vegetation, is then given by:

\[
Q_{\eta}^\eta(t) = \frac{r(t)}{\rho_0 \Delta V} \sum_{\text{fires, } \text{Grid}_\text{Box}} M_{\eta}^\eta,
\]

where \(\rho_0\) is the basic state air density and \(\Delta V\) is the volume of the grid cell. The Gaussian function \(r(t)\), centered at the time of the maximum fire activity (17:45 UTC), modulates the emission diurnal cycle (Prins et al., 1996). Then, the emission sources are distributed with the same spatial and temporal resolution as that of the atmospheric transport model, and assimilated daily according to the biomass burning spots actually observed by the satellites. Figure 1 summarizes all the sources of information used to estimate biomass burning emissions by the 3BEM technique. In addition to the biomass burning emissions, we included the biofuel use and agricultural waste burning inventory developed by Yevich and Logan (2003).

In this study, three other biomass burning emission inventories, built with different approaches and space-time resolution are also considered. The first one is the EDGAR database climatology (Olivier et al., 1996, 1999) which has monthly variation and 2.5° resolution. We also use the climatology of Duncan et al. (2003, hereafter D2003) and Lobert et al. (1999) with monthly variation and 1° resolution. Finally, GFEDv2 with 8-day time resolution and 1° spatial distribution for 2002 is also included. These three inventories are
The four biomass burning inventories showing the spatial distribution of the CO emission estimation obtained as 3 monthly mean (AUG-SEP-OCT) 2002 and in units mg m$^{-2}$ d$^{-1}$: (A) with the technique described in this paper (3BEM), (B) GFEDv2, (C) D2003 and (D) EDGAR.

shown together with 3BEM in Fig. 2 and Fig. 3. In Fig. 2 we show the spatial biomass-burning CO emission estimation (mg m$^{-2}$ dy$^{-1}$) as a 3-month average (August-September-October) and at 35-km horizontal space resolution. Panel (a) shows the estimation obtained by 3BEM, on panel (b) is GFEDv2, (c) shows D2003, and (d) EDGAR. The estimates from 3BEM, GFEDv2 and D2003 show general agreement in terms of emissions being located mainly in the so-called “Arc of deforestation” (AD, the area around latitude 10°S between longitude 67°W to 50°W and from latitude 10°S to 5°S around longitude 50°W), located on the border between the Amazon forest and the main area of intense land use and land cover change for cropland and pasture. They also have strong gradients of the emission field. On the other hand, EDGAR prescribes a too wide and smooth emission field with values less than 150 mg m$^{-2}$ day$^{-1}$. On areas located in Brazil to the south of the AD (areas dominated by savanna, croplands and pastures), D2003 emissions are several times higher than 3BEM and GFEDv2. In general, GFEDv2 and 3BEM have similar estimation on the east side of the AD, but strong disagreement on the west side, mainly over Rondonia State where the LBA-SMOC/RaCCI field campaign took place. Figure 3 introduces the time series for the total pyrogenic CO emission estimate from SA (Tg) from 1 August to 1 November 2002 with 3BEM (daily variation, black), EDGAR (monthly variation, blue), D2003 (monthly variation, red), and GFEDv2 (8-day time variation, green). Also the monthly mean of 3BEM (grey) and the number of fire counts are shown.

3BEM emissions are very well correlated with the number of fires detected within South America, but they are not directly proportional due to the different biomes and associated emission factors attributed to each fire location. GFEDv2 and 3BEM are comparable during August, but GFEDv2 becomes much lower in September, a behavior not expected since this month corresponds to the peak of the burning season. In October, fires started to be inhibited by rainfall and presented a sharp reduction in number during the last week. In this case, 3BEM, GFEDv2 and D2003 showed the expected decrease, while EDGAR predicted a small increase for October. The monthly mean of 3BEM estimation is also shown, as it will be used later to elucidate the role of the diurnal variation of 3BEM for model performance.

The preceding discussions and comparisons highlight the additional features of 3BEM relative to the other three inventories: a spatial resolution that can be as fine as the pixel size of the satellite sensor used for the fire detection, a temporal resolution of one day or less, and also the fact that the emissions are placed only in regions where fires were in fact observed. We shall next explore the sensitivity of the atmospheric transport model to the inclusion of this level of detail in the inventory.

3 Model CO results and evaluation using 2002 dry season data

The five inventories described above were introduced into the CATT-BRAMS model system (Freitas et al., 2009). Simulations for the 2002 dry season were performed to compare
model results using the inventories described with directly observed and remote-sensing-derived data.

The model configuration had 2 grids: the coarse grid with 140-km horizontal resolution covering the South American and African continents, its main purpose being to simulate the intermittent smoke inflow from the African fires to South America and to coordinate with and compare to the long-range transport of smoke from fires in South America to the Atlantic Ocean; and the nested finer grid with a horizontal resolution of 35 km, covering only SA. The vertical resolution for both grids varies telescopically with higher resolution at the surface (150 m), increasing stepwise with a ratio of 1.07 up to a maximum vertical resolution of 850 m at the top of the model at 23 km (a total of 42 vertical levels). The simulation started at 00:00 UTC on 15 July 2002 and the results for August, September and October are discussed. More details about the model configuration can be found in Freitas et al. (2009). Five tracers were simulated, representing CO emitted according to each inventory with the same initial values.

The loss of CO by chemical transformation is included through a linearized removal with a lifetime of 30 days (Seinfeld and Pandis, 1998). Since the lifetime of CO is long, from 50 to occasionally a minimum of 15 days (Mauzerall et al., 1998), CO acts essentially as a passive tracer in the simulation. The CO in the simulations tends to flow out of the model, especially above the boundary layer, and boundary conditions control the concentration more than the linearized chemical removal (see Freitas et al., 2009 for more details). In this case, the simulation was carried out with five CO tracers according to the following specifications. The tracers named COE, COD, COGFED, COBEM and COBEMM did not include the plume rise mechanism, with the total CO mass released into the model layer closest to the surface. The source emission inventories used for the three first tracers do not only in terms of the simulated time variability but also of the absolute value of concentration, increasing the mismatch between the simulated and observed CO variability and range of values much more consistent with the near-surface measurements. While we notice that the COBEM does not follow very closely the observations during periods when the atmosphere is very polluted, such as the period from 19 to 22 September, this underestimation might be related to failure to detect fires below the thick smoke column. In contrast, when using inventories with monthly time resolution like EDGAR and D2003, the model could not capture the observed time variability of the near-surface CO concentration. Note also that GFEDv2 with 8-day time resolution was not able to reproduce the time variability of the concentration values, either. Using the monthly-mean version of 3BEM (CO3BEMM) deteriorates the CO3BEM results, not only in terms of the simulated time variability but also of the absolute value of concentration, increasing the mismatch between the simulated and observed CO.

This discussion is also supported by the linear regression of observed CO versus modeled values (Fig. 4b) with correlation coefficients \( R^2 \) of approximately 0.69, 0.37, 0.33, 0.03 and 0.33 for 3BEM, D2003, GFEDv2, EDGAR and 3BEMM, respectively. The large standard deviation of the mean of the observed CO and the strong day-to-day variability are due the proximity of the measurement site to many fire spots. While the emission inventories based on climatologic information are not able to capture this variability and the intensity of the emissions, the 3BEM methodology closely follows the observations, both in terms of intensity and day-to-day variability. Relying on monthly means of 3BEM, the correlation coefficient drops from 0.69 to 0.33.

As the five tracers were simulated using the same dynamics, the results of this section point out the requirement for accurate information regarding timing and location of fires

3.1 Model comparison with SMOCC/RaCCI 2002 surface measurements

In the framework of the SMOCC/RaCCI campaign, from 10 September to early November 2002, measurements of CO near surface level were performed at the Fazenda Nossa Senhora Aparecida (FNS) pasture site (10.75° S, 62.37° W), near Ouro Preto do Oeste in Rondônia, Brazil (Trebs et al., 2004). The number of fires detected and consequentially the atmospheric smoke loading in Amazonia typically show substantial interannual variability, with a clear positive trend between 2000 and 2005 (Koren et al., 2007; Schroeder et al., 2009; Koren et al., 2009). According to Koren et al. (2007), the number of fires doubled and the smoke loading increased by 60% during this period. The fire activities underwent a strong decrease in 2006, to recover again in 2007 (Schroeder et al., 2009). Actually, the fire incidence in Amazonia is directly associated with deforestation activities (not shown). Therefore, 2002 can be considered a typical year concerning fire activities in Amazonia, and the measurements and simulations presented here should be very representative of the climatological pattern.

Figure 4a shows the CO time series, comparing observations and the model results obtained with the five different emission estimates: 3BEM (and MM), EDGAR, GFEDv2 and D2003. This comparison between the near-surface daily average measurements and model results clearly indicates a better skill of the 3BEM inventory relatively to the others. The model CO using the 3BEM (CO3BEM) presents a time variability and range of values much more consistent with the near-surface measurements. While we notice that the CO3BEM does not follow very closely the observations during periods when the atmosphere is very polluted, such as the period from 19 to 22 September, this underestimation might be related to failure to detect fires below the thick smoke column. In contrast, when using inventories with monthly time resolution like EDGAR and D2003, the model could not capture the observed time variability of the near-surface CO concentration. Note also that GFEDv2 with 8-day time resolution was not able to reproduce the time variability of the concentration values, either. Using the monthly-mean version of 3BEM (CO3BEMM) deteriorates the CO3BEM results, not only in terms of the simulated time variability but also of the absolute value of concentration, increasing the mismatch between the simulated and observed CO.

This discussion is also supported by the linear regression of observed CO versus modeled values (Fig. 4b) with correlation coefficients \( R^2 \) of approximately 0.69, 0.37, 0.33, 0.03 and 0.33 for 3BEM, D2003, GFEDv2, EDGAR and 3BEMM, respectively. The large standard deviation of the mean of the observed CO and the strong day-to-day variability are due the proximity of the measurement site to many fire spots. While the emission inventories based on climatologic information are not able to capture this variability and the intensity of the emissions, the 3BEM methodology closely follows the observations, both in terms of intensity and day-to-day variability. Relying on monthly means of 3BEM, the correlation coefficient drops from 0.69 to 0.33.
in the emissions inventories in order to simulate realistically the time variability of near-surface air pollution.

The diurnal cycle of the observed CO mixing ratio and of the simulated CO tracers is discussed in the following. Figures 5 and 6 show the mean diurnal cycle of surface CO (ppb) for the entire field campaign and for the more intensely polluted period (12 September to 10 October), respectively. For the observations, the standard deviation (STD) of the CO is shown as well. It is evident from these two figures that the maximum mean value of the observed CO occurs around 12:00 UTC (08:00 local time), an effect associated with continuing nocturnal emissions (probably mostly from the smoldering phase) into a stable, shallow nocturnal boundary layer that retains the smoke close to the surface. After sunrise, the vertical deepening of the convective boundary layer dilutes the near-surface CO and mixing ratios decrease in spite of growing emissions, which have their maximum intensity around 18:00 UTC. After this time, the CO mixing ratio begins to increase due to the still high emission rates and because at this time the mixed layer depth has already reached its maximum value. The maximum values for the mean diurnal cycles in the two periods are approximately 730 ppb and 1200 ppb at 12:00 UTC, and the minimum values 400 ppb and 580 ppb at 18:00 UTC, respectively.

In the model results, all tracers follow the typical temporal evolution of the observations, peaking around 12:00 UTC and decreasing during the afternoon, thus indicating that the planetary boundary layer evolution dictates the diurnal cycle of the near-surface smoke concentration. Figure 5

Fig. 4. Time series and scatter plot with linear regression with comparison between near surface CO (ppb), observed (black) and model results with the 3BEM (CO3BEM, red) emission inventory, 3BEM monthly mean (CO3BEM_M, purple), EDGAR (green), D2003 (orange) and GFEDv2 (blue). The measurements were daily-averaged and centered at 1200UT. The error bars are the standard deviations of the mean values. The model results are presented as instantaneous values at 12:00 UTC.

Fig. 5. Diurnal cycle of near surface CO mixing ratio (ppb), as time average, observed during the entire SMOCC field campaign (black color). Model results with the 3BEM emission inventory (CO3BEM, red), 3BEM monthly mean (CO3BEM_M, purple), EDGAR (green), D2003 (orange) and GFEDv2 (blue) are also shown.

Fig. 6. Diurnal cycle of near surface CO mixing ratio (ppb), as time average, observed during the intense polluted time period (12 September to 10 October) of the SMOCC field campaign (black color). Model results with the 3BEM emission inventory (CO3BEM, red), 3BEM monthly mean (CO3BEM_M, purple), EDGAR (green), D2003 (orange) and GFEDv2 (blue) are also shown.
Fig. 7. Comparison between CO mixing ratio (ppb) observed during four flights of the SMOCC/RaCCI field campaign (black solid line represents the mean while the grey zone shows the standard deviation range) and model results: using the EDGAR inventory (green), D2003 (orange), 3BEM (CO3BEM, dark red), 3BEM monthly mean (CO3BEM_M, red) and GFEDv2 (purple).

demonstrates that, considering the mean over the entire period, all inventories underestimate the near-surface CO. However, they are all inside the STD of the observations. Note that EDGAR, D2003 and GFEDv2 have similar behavior while the 3BEM-based emissions yield the best model results in comparison to the observations. Considering only the time period of extreme pollution, the underestimation still exists, but CO3BEM and CO3BEM_M, based on 3BEM, compare much better to observations, with values being inside the STD range most of the time. COD shows larger underestimation, but is within the STD at the end of the afternoon. COE and COGFED present the worst comparison. Note also that using the monthly mean of 3BEM degrades the model results, indicating that including the actual time of the fire occurrence is particularly relevant in extreme conditions.

3.2 Model comparison with SMOCC/RaCCI 2002 airborne measurements

In order to evaluate the models’ skill in describing the vertical structure of the smoke haze layer and to examine their sensitivity to the choice of emission fields, we performed a comparison of the simulated CO profiles in the PBL and lower troposphere with observed data using SMOCC/RaCCI campaign airborne measurements (Andreae et al., 2004). The typical maximum altitude reached by the aircraft was 5 km. Figure 7 shows the vertical profiles of model results and observations for four flights, from 01 to 13 October (from the 16 flights we selected 4 relevant for this discussion). The mean and STD of the observed CO profiles are shown; note that STD represents the actual variability of the concentrations in the vertical layer, not the measurement error. For the first analyzed flight (Fig. 7a), all simulated tracers show reasonable comparison with the CO observations. The other results (Fig. 7b–d) depict the common situation of EDGAR, GFEDv2 and D2003 model predictions, which present a PBL typically much cleaner than observations, with the model results for CO mixing ratio ranging from 150 to 300 ppb. D2003 and GFEDv2 give the worst performance, in spite of their better horizontal resolution and estimation approach when compared to EDGAR. In contrast, the 3BEM (CO3BEM) and 3BEM(MM) (CO3BEM_M) model results present more variability on a day-to-day basis, with values ranging from 150 to 750 ppb, following more closely the observed pattern. Typically, the large STDs are due to aircraft passages through isolated smoke plumes, and even for those cases the 3BEM model results usually better represent the mean values. As expected, the model resolution of 35 km did not allow the point-by-point reproduction of the effect of sub-grid phenomena in the profiling data.

The overall performance of the five emission estimates can be evaluated in Fig. 8, where the mean CO observed profile and its STD for the sixteen SMOCC flights are presented together with the mean CO model profiles from the five emission estimates. The CO from 3BEM follows very closely the mean observed CO profile. However, using 3BEM with monthly mean emissions (CO3BEM_M) deteriorates the match from the surface to 3000 m altitude. As discussed before, EDGAR, GFEDv2 and D2003 emissions typically result in a much cleaner PBL and lower troposphere than shown by the observations.

3.3 Model comparisons with MOPITT CO data

The model performance on larger scales and including mid-to upper tropospheric levels is evaluated in this section, using data retrieved by the “Measurements of Pollution in the Troposphere” (MOPITT) instrument onboard the Earth Observing System Terra satellite. MOPITT retrievals of tropospheric CO mixing ratio (ppb) are reported for 7 pressure
levels, from the surface to 150 hPa (Deeter et al., 2003). Because MOPITT data have large horizontal areas without valid data due to swath width and cloud cover, the MOPITT data and the corresponding model results were monthly averaged, after applying the averaging kernel and a priori profile and using only retrievals with <50% a priori contribution. Figures 9 and 10 show the comparisons for the months of August and October, respectively, and at levels 700, 500, and 250 hPa. September showed similar results and the associated figure is not included in this paper. Additionally, MOPITT retrievals are less reliable at low levels due to the typically stronger influence of the assumed a priori for retrieved surface level CO concentration than for higher levels (Deeter et al., 2003). The comparison is quantified by the relative model error (ME) defined as

$$ME = 100 \cdot \frac{CO_{\text{mopitt}} - CO_{\text{model}}}{CO_{\text{mopitt}}}$$

(3)

where $CO_{\text{model}}$ is the monthly mean of the model CO mixing ratio after applying the averaging kernel and a priori fraction <50%. According to the above definition, positive values mean that model results are underestimated in reference to the MOPITT retrieved data and vice-versa. In the Figs. 9 and 10, the model results for CO from 3BEM are in the first line; the second line refers to 3BEM monthly mean and, subsequently, GFEDv2, D2003 and EDGAR.

Comparing results for August (Fig. 9), 3BEM presents smaller errors relative to the MOPITT retrievals than EDGAR, D2003 and GFEDv2 at all vertical levels. South of 30° S, ME presents higher absolute values mainly in the lower levels. However, in this region it is very difficult to assess the model performance because the concentration of tracers is mostly determined by the lateral boundary condition at the model eastern border, and usually not affected by the biomass burning emissions in SA. Also, the regions where 3BEM has larger model errors are smaller in terms of area coverage than for EDGAR, GFEDv2 and D2003; this characteristic is due to the coarse-scale spatial emission of these inventories. Over SA during August, the model error for the 250 and 500 hPa levels was below typically 10%, with few areas of 20% over the Amazon for 3BEM, while for the other three inventories it ranged from 20% to 35% with a few areas reaching 50%. For the 700 hPa level, the 3BEM also presents better skill over SA compared to EDGAR, GFEDv2 and D2003, with the 3BEM model error typically below 20%, against 35–50% for the other models.

Noticeable is the huge degradation of 3BEM results when the monthly-mean emission is used (see 2nd line of Fig. 9, 3BEM(MM)), which indicates the importance of including
fire emissions at the right time resolution. Otherwise, the combination of a monthly mean emission and the 3-D transports increase the model errors not only on its absolute value but also results in inaccurate spatial distributions.

For October (Fig. 10), although 3BEM model errors were greater than for August, 3BEM still showed better skill than EDGAR, GFEDv2 and D2003, for similar reasons.

The underestimated model CO showed in this section may be partially attributed to the approach using a fixed CO lifetime of 30 days. Further studies are necessary to corroborate or refuse this attribution.

4 Discussion and conclusions

A biomass burning emission technique developed for South America, named 3BEM, has been described and evaluated via performance analysis of the atmospheric transport model CATT-BRAMS against observations. The features of 3BEM include a fine spatial resolution, adjustable to the resolution of the atmospheric transport model, and a temporal resolution that includes realistic daily and even diurnal cycling. The results using 3BEM were compared to those obtained using three other biomass burning emissions inventories: EDGAR, D2003 and GFEDv2. The EDGAR and D2003 inventories are fundamentally climatological with 2.5° and 1.0° spatial resolution, respectively, and monthly temporal resolution, while GFEDv2 has 1.0° spatial resolution but 8-day time variation. We also discuss the effect of using the daily time resolution of fire emissions in 3BEM by comparing results obtained using monthly averages of the 3BEM emission fields.

In general, the performance of the CATT-BRAMS model fed with 3BEM against observations is superior to results obtained with the other three inventories. This was true for all scales of evaluation: local, regional and large-scale. Although the 3BEM inventory is based on a very simple approach and relies on input parameters with well-known inaccuracies, it is actually capable of providing valid estimates of the biomass burning emission fields, as long as appropriate input parameters are chosen.

As demonstrated by Fig. 5, the inclusion of daily variability seems to be crucial to capturing the near-surface CO time variability observed over Rondônia during the field campaign. Using monthly averages of 3BEM emissions caused the correlation between simulation and observations to be reduced from 0.69 to 0.33. For the lower troposphere, using monthly averages degraded the comparison of the simulated CO concentrations from the surface up to 3000 meters altitude. On the large scale, comparison with MOPITT CO retrievals indicates similar findings: the combination of monthly-mean emissions and 3-D transport increased the model errors not only regarding the absolute values, but as also distorted the spatial distribution, which became much more washed out.

The promising agreement between model results and local observations as well as remote-sensing-derived data of CO at several scales (local to large-scale) shown in this paper, as well as by Freitas et al. (2006, 2009), indicate that 3BEM is a valid approach to modeling biomass burning emissions for South America. Extending this kind of approach to other regions, however, requires the availability of detailed datasets as described above, as well as fire count information in terms of location, timing, diurnal cycle and estimated fire size and/or burnt area.
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