Retrieval of atmospheric parameters from GOMOS data
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Abstract. The Global Ozone Monitoring by Occultation of Stars (GOMOS) instrument on board the European Space Agency’s ENVISAT satellite measures attenuation of stellar light in occultation geometry. Daytime measurements also record scattered solar light from the atmosphere. The wavelength regions are the ultraviolet-visible band 248–690 nm and two infrared bands at 755–774 nm and at 926–954 nm. From UV-Visible and IR spectra the vertical profiles of O3, NO2, NO3, H2O, O2 and aerosols can be retrieved. In addition there are two 1 kHz photometers at blue 473–527 nm and red 646–698 nm. Photometer data are used to correct spectrometer measurements for scintillations and to retrieve high resolution temperature profiles as well as gravity wave and turbulence parameters. Measurements cover altitude region 5–150 km. Atmospheerically valid data are obtained in 15–100 km.

In this paper we present an overview of the GOMOS retrieval algorithms for stellar occultation measurements. The low signal-to-noise ratio and the refractive effects due to the point source nature of stars have been important drivers in the development of GOMOS retrieval algorithms. We present first the Level 1b algorithms that are used to correct instrument related disturbances in the spectrometer and photometer measurements The Level 2 algorithms deal with the retrieval of vertical profiles of atmospheric gaseous constituents, aerosols and high resolution temperature. We divide the presentation into correction for refractive effects, high resolution temperature retrieval and spectral/vertical inversion. The paper also includes discussion about the GOMOS algorithm development, expected improvements, access to GOMOS data and alternative retrieval approaches.

1 Introduction

GOMOS (Global Ozone Monitoring by Occultation of Stars) is a spectrometer on board the European Space Agency’s Envisat satellite (see Bertaux et al., 1991, 2000, 2004, 2010; Kyrölä et al., 2004; ESA, 2001, and http://envisat.esa.int/handbooks/gomos/). GOMOS uses the method of stellar occultations in monitoring of ozone and other trace gases in the Earth’s middle atmosphere (see Fig. 1). The wavelength regions are the ultraviolet-visible band 248–690 nm and two infrared bands at 755–774 nm and at 926–954 nm. The species that can be retrieved from these wavelength areas are O3, NO2, NO3, H2O, O2 and aerosols. The two photometers work at blue 473–527 nm and red 646–698 nm with a frequency of 1 kHz. Photometer data are used to make the scintillation correction for the spectrometer data. From the photometer data it is also possible to retrieve high resolution (resolution of 200 m) temperature profiles in the range of 15–40 km using the spatial separation of rays by chromatic refraction. Moreover, photometer data can be used for middle atmosphere turbulence studies. GOMOS measurements start at the 150 km tangent altitude and may reach 5 km if not interrupted by clouds. Atmospherically valid data are obtained in 15–100 km.
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The main light sources for GOMOS are stars that provide sufficient flux in the spectral range 250–1000 nm where the GOMOS detectors and the star tracking system work. Stars must be brighter than the visual magnitude 4 and the acceptable temperature range of stars is 3000–30 000 K. Examples of stellar spectra measured by GOMOS are shown in Fig. 2. The figure shows clearly the large differences between the spectra from cool and hot stars.

The point source character of stars and the weakness of their radiation make it necessary to consider several questions that are not relevant to the more familiar solar occultation method (see, e.g. Chu et al., 1989; Glaccum et al., 1996). Light from a far away point source appears as parallel rays or equivalently as plane waves when entering into the atmosphere. In the atmosphere rays are refracted from the original direction and the deflection angle depends on wavelength and the neutral density at the tangent altitude. The originally parallel light rays diverge after the passage through the atmosphere leading to a reduced intensity (see Fig. 3). Moreover, the fluctuations in the neutral density distribution lead to inhomogeneous distribution of intensity, which can be seen as scintillations in the radiation measurements.

The low signal-to-noise ratio means that we must put additional effort on data retrieval from noisy data and we must understand what additional light sources, like auroral and other natural emissions, may compete with the stellar signal. As evident from Fig. 2, different stars provide vastly varying spectra and radiation fluxes. The differences between stars are most important at the edges of the GOMOS spectral range. In the UV-part cool stars radiate very weakly and this is reflected in poor retrieval results for high altitude ozone. In the water vapour band 926–954 nm, on the other hand, cool stars are relatively better than hot stars but the brightness of the star cannot be ignored as Fig. 2 shows.

Because a half of each orbit is illuminated by the sun, GOMOS detectors are illuminated by scattered solar light, which easily dominates the stellar signal in daytime measurements. This is called background radiation. The two-dimensional CCD detectors used by GOMOS make it, however, possible to estimate the background radiation coming from the sun and other extended sources and separate it from the star signal. The former radiation is detected all over the CCD whereas the star radiation is localised. This estimation must be very accurate in order not to distort the weak stellar signal. The separation also leaves noise to the stellar signal. GOMOS occultation retrievals in daytime measurements suffer from inaccurate estimation of the background and their quality is presently low. The solar signal itself

---

**Fig. 1.** The principle of the stellar occultation measurement. The measurements above the atmosphere are used to build up the reference spectrum for the star. The measurements through the atmosphere are used to calculate the horizontal transmission spectra. These serve as a starting point for geophysical retrieval.

**Fig. 2.** Star spectra measured by GOMOS. The spectrum of the visually brightest star in the sky, Sirius or α CMa, is shown by the black line. Sirius’ visual magnitude is −1.44 and the effective surface temperature (determined from the spectral class) 11 000 K. The blue line shows the spectrum for the star β Cru with magnitude 1.253 and temperature 30 000 K. The red line represents the spectrum of the star ε Car with magnitude 1.86 and temperature 4100 K. The visual magnitudes determine the flux at 550 nm by $F = F_{\text{ref}} 10^{-m/2.5}$.

**Fig. 3.** Chromatic refraction and its impact on detection times of different colours. A measurement at time $t_1$ receives the blue light from the tangent point $z_1$ and the red light from the tangent point $z_2$. If a satellite is assumed to move clockwise along a circular orbit, the density fluctuations near tangent point $z_2$ are first observed at red wavelengths at time $t_1$ and later at time $t_2$ at blue wavelengths.
can be used for atmospheric retrievals in the same way as
done with OSIRIS/Odin (Llewellyn et al., 2004) and SCIAMACHY/ENVISAT (Bovensmann et al., 1999) instruments. Algorithms and processing for GOMOS scattered solar light
retrievals are under development and they are not discussed
in this paper (see Taha et al., 2008, and Tukiainen et al.,
2008).

GOMOS is a novel instrument concept – in the past there
have been only a few attempts to exploit stellar occultations
for studies of the Earth’s atmosphere. The first such mea-
measurements were made already 40 years ago (Hays and Roble,
1968; Roble and Hays, 1972). A more recent effort is the
UVISI instrument onboard the MSX-satellite. It has car-
ried out stellar occultations successfully during 1996–2001,
providing samples of ozone profiles in the stratosphere (Yee
et al., 2002). Most of the GOMOS data processing algo-
rithms are either completely new or they have been tailored
specifically for stellar occultations.

The algorithms discussed here are used in the ENVISAT
ground segment supported by ESA. The processing
is divided into two levels. Level 1b deals with the instrument
related corrections, geolocation, and the calculation of trans-
missions that are the basis for the Level 2 processing. Level 2
deals with the retrieval of atmospheric parameters like;
constituent and temperature profiles. The algorithms have been
developed in the contract between ESA and the ACRI-ST
company in Sophia-Antipolis, France. The scientific insti-
tutes, Finnish Meteorological Institute, Service d’Aéronomie
and Institut d’Aéronomie Spatiale de Belgique, form the
GOMOS Expert Support Laboratory-coalition (ESL) that has
been the scientific partner of ACRI in the algorithm develop-
ment.

The GOMOS Level 1b and Level 2 algorithms have been
written down in great detail (presently in 827 pages) in the
GOMOS Detailed Processing Model-document (GOMOS
ESL, 1998). The more scientific description of
the GOMOS processing is the GOMOS Algorithm Theoretical Basis
document (ATBD, presently 74 pages) http://envisat.esa.int/
instruments/gomos/atbd/. The aim of this paper is to describe
relatively concisely all the methods that are used to process
raw GOMOS data to atmospheric profiles of trace gases and
temperature. The emphasis is in the scientific justification
of the selected processing algorithms. The general GOMOS
overview, validation, error analysis and scientific results are
discussed in other papers of this special issue.

The GOMOS data processing algorithms described in this
paper are used by the ESA operational processor version 5
(It corresponds to the version 6 of the ACRI’s GOMOS pro-
cessing prototype GOPR). This version deviates only slightly
from the earlier processor version 4. The differences to the
upcoming version 6 are discussed in Sect. 14.

Section 2 presents what is known about the physics in-
volved in the GOMOS measurements. This part concerns,
therefore, our understanding of the GOMOS forward prob-
lem. We will concentrate on processes that are essential in
the understanding of the GOMOS data retrieval algorithms.
Section 3 summarises briefly the properties of the GOMOS
instrument. Section 4 discusses the all important geoloca-
tion for GOMOS measurements. Section 5 focuses on the
Level 1b processing where instrumental corrections are ap-
plied. In Sect. 6 we present briefly the photometer Level 1b
processing, which is very similar to the spectrometer pro-
cessing. Error estimation for transmissions are presented in
Sect. 7. Introduction to the Level 2 processing is given in
Sect. 8. Refraction corrections that are essential for stellar
occultation measurements are given in Sect. 9. The retrieval
of high resolution temperature from photometer time delay is
presented in Sect. 10. Sections 11–13 deal with retrieval of
atmospheric parameters from transmissions. In Sect. 14 we
present the main developments of the GOMOS processing in
the past and expected future improvements. Section 15 gives
basic information about the access to GOMOS data and re-
lated documentation. Section 16 discusses alternative meth-
ods for GOMOS retrieval.

2 GOMOS measurement physics

An occultation measurement can be thought as a measure-
ment of the atmospheric transmission between a source and
the instrument (for references and reviews for occultation
method, see Elliot, 1979; Hays and Roble, 1968; Smith and
Hunten, 1990; Kyrölä et al., 1993; Bertaux et al., 2010).
Transmission cannot be measured directly but it needs to be
calculated from measurements above and through the atmo-
sphere. As a first guess the transmission can be modelled
with the well-known Beer-Lambert law

\[ T_{\text{ext}} = e^{-\tau} \]  

(1)

where the optical depth \( \tau \) is given by

\[ \tau(\lambda) = \sum_j \int \sigma_j(\lambda,T(\hat{r}(s)))\rho_j(\hat{r}(s))ds. \]  

(2)

Here \( \rho_j \)'s are the constituent densities and \( \sigma_j \)'s are the ab-
sorption or scattering cross-sections. Cross sections depend
on wavelength and often also on temperature. The integra-
tion is made along the light path joining the instrument and
the source. The modelled transmission gives the desired con-
nection between measurements and the geophysically inter-
esting constituent profiles.

In occultation measurements the Beer-Lambert law alone
is not able to explain observed transmissions. A parallel ray
bundle from a star will be strongly disturbed by refractive
effects in the atmosphere. The following effects can be iden-
tified:

1. chromatic bending of rays,
2. refractive dilution,
3. scintillations.
A nearly exponential decrease of atmospheric neutral density leads to a bending of light rays propagating tangentially with respect to the atmosphere. The bending angle increases with a decreasing tangent altitude. Refraction transforms parallel incident rays into a diverging beam. This results in dilution of the related intensity, see Fig. 3. The dependence of the refractive index on wavelength leads also to a spatial separation of rays of different colours. As shown in Fig. 3, spatial separation of rays takes place not only inside the atmosphere but the separation increases in the free propagation after the atmosphere. Any instantaneous multi-wavelength measurement of a stellar spectrum through the atmosphere is, therefore, not connected to a unique ray connecting the instrument and the star. If we label rays by their tangent heights, we see that at a given instant of time a measurement will be characterised by a range of tangent heights. If we want to attach only one tangent height we have to combine data from measurements at different observation times.

The neutral air density distribution, the origin of refraction, includes irregularities that are generated by internal atmospheric gravity waves and various processes generating turbulence. The characteristic scales range from a few kilometres down to a dissipation scale, which is typically smaller than 1 m. These air density irregularities lead to a variation in the bending angle and therefore also in the transmitted intensity. Variations are called scintillations. Largest scale irregularities (associated with internal gravity waves) are strongly stretched in horizontal direction. The interaction of stellar light with these structures can be described in the geometric optics approximation. It leads to random focusing and defocusing of light rays. For description of scintillations that are caused by small-scale irregularities generated by isotropic turbulence, the diffraction theory needs to be used. For further explanation, see Sofieva et al. (2009).

During daytime measurements GOMOS CCD’s are illuminated by the sunlight scattered in the atmosphere one or more times. There may also appear so-called external stray light that originates from the sun illuminated parts of the satellite or atmosphere not directly in the FOV of GOMOS. As already mentioned, scattered sunlight can be used for atmospheric retrieval (not discussed in this paper) but at the same time this part is unwished background radiance that needs to be removed from the star related occultation signal before the retrieval based on Eq. (1). Background radiation can also be generated by auroral and atmospheric emissions.

Clouds are usually the factor that terminates an occultation. Clouds also affect GOMOS retrievals in some cases. Noctilucent clouds (NLC) reside high in the atmosphere (about 82 km). NLCs are optically (also vertically) thin and the star tracking is not interrupted. NLCs are easily detected during daytime from increased scattered sunlight in photometers and spectrometers (see Pérot et al., 2010, in this special issue). The background radiance removal, however, does not work correctly for very thin sources of radiation and this produces erroneous transmission values. During night-time the background removal is not used but the contribution to transmission is too small to be detected in individual occultations.

3 GOMOS instrument

GOMOS is a medium resolution spectrometer (see Fig. 4). Spectrometers A1 and A2 cover the UV-visible wavelength region 248–690 nm with 1416 pixels with the spectral width 0.31 nm. The spectral resolution is 0.8 nm. The spectrometer B1 covers 755–774 nm with 420 0.045 nm wide pixels. The spectral resolution is 0.13 nm. The spectrometers B2 covers 926–954 nm with 500 0.052 nm wide pixels. The spectral resolution is 0.13 nm. The two photometers work at blue 473–527 nm and red 646–698 nm wavelengths at a frequency of 1 kHz (see Popescu and Paulsen, 1999).

The high sensitivity requirement (stars are weak sources of light) down to 250 nm was a significant design driver and led to an all reflective optical system design for the UVIS part of the spectrum and to a functional pupil separation between the UVIS and the IR spectral regions. Due to the requirement of operating with very faint stars (down to magnitude 4) the sensitivity requirement to the instrument is very high. Consequently, a large telescope (30 cm × 20 cm aperture) had to be used to collect sufficient signal. Detectors with high quantum efficiency and very low noise had to be developed to achieve the required signal-to-noise ratios.

GOMOS includes a slit to limit the background radiation (mainly solar radiation scattered from the atmosphere) entering to the detectors. The GOMOS star tracker is sensitive inside the range 600–1000 nm. The star tracker needs to keep the star image in the centre of the slit with the accuracy of one pixel. The pointing stability is better than 40 microradians. The star tracker is able to follow a star down to 5–20 km. The altitude limit depends on the qualities of a star, the state of the atmosphere (e.g., clouds), and the limb illumination condition. GOMOS observes only setting stars. Acquisition of a setting star is much easier than a rising star (due to refraction) and getting both modes was impossible due to demanding visibility requirements in the Envisat platform design.

4 Geolocation

The accurate geolocation is of central importance for all satellite instruments. This is especially important for limb viewing instruments where the accuracy of the vertical geolocation affects directly the accuracy of vertical profiles. For GOMOS stars provide excellent means to get accurate vertical knowledge of measurements.

Each GOMOS measurement of the atmospheric transmission is geolocated. Several different factors contribute to this: orbit of the satellite, shape of the Earth, state of the atmosphere, and stellar co-ordinates. In the absence of refraction,
the GOMOS line-of-sight (LOS) is defined by the direction of the star and the location of the Envisat. Geometry and scales of a GOMOS measurement are shown in Fig. 5. The LOS varies from 28° to 22° below the satellite’s horizontal plane. As a result, for a 28° LOS, a positioning error $\Delta L$ “along track” (along the orbit) will produce an error $\Delta z$ for the altitude of the LOS tangent height

$$\Delta z = \Delta L \cos 28° \approx 0.5 \Delta L$$

(3)

The GOMOS geolocation requires, therefore, a good orbit determination (about 50 m accuracy) and accurate timing of measurements. The direction to the star must take into account the proper motion of the star, the parallax effect (small), and the aberration of light (Karttunen et al., 2007). The aberration depends on the time of the year (the change in the orbital velocity of the Earth during year) giving the maximum aberration angle of $10^{-4}$ radian. This angle, projected on the limb, would yield an error of about 300 m in altitude if not accounted for.

The ENVISAT orbit information can be obtained from the orbital data in the GOMOS Level 0 data. Depending on the time delay of the processing with respect to the measurement, there may be also more accurate orbit data available. The shape of the Earth is approximated by the well-known model WGS84.

For the near real time processing, made within 3 h after the measurements, the atmospheric profile is computed from the ECMWF 24 h forecast (made the day before) for levels up to 1 hPa (about 45 km) and completed by the climatological model MSIS90 model above 1 hPa. The final processing is using the ECMWF analysis up to 1 hPa. In both cases, a continuous density profile is built up, satisfying the hydrostatic law.

Because of the atmospheric refraction, light from a star to GOMOS does not follow a straight line. A full ray tracing calculation is performed to compute the path of stellar light. The refracted path is determined from the equation

$$\frac{d}{ds} \left( n \frac{dr}{ds} \right) = \nabla n. \quad (4)$$

The satellite position and the stellar direction provide the boundary conditions. The source term is produced by the gradient of the refractive index $n$. The refraction is computed at several points along the path, taking into account the atmospheric model and the index of refraction which varies with wavelength according to the Edlen’s law

$$n = 1 + \frac{10^{-6}}{1.00062} \left( 83.4213 + \frac{24060.30}{130 - \lambda^{-2}} + \frac{159.97}{38.9 - \lambda^{-2}} \right) \quad (5)$$

Here the wavelength $\lambda$ is expressed in micrometers. The overall multiplicative factor $1/1.00062$ is introduced to account for the deviation from the ideal gas law in the pressure range relevant to the stratosphere. The approximation applied in this calculation is that there is no contribution from density gradients other than the ones in the plane determined by GOMOS, the star and the Earth’s centre.

Besides refraction, an important factor for the occultation geometry is the angle of the occultation with the orbital plane. We characterise obliquity of occultation by the angle $\theta$ between the motion of the line of sight with respect to the atmosphere and the direction of the Earth’s centre. Figure 6 shows the tangent altitude change in a short occultation (obliquity near zero) and in a long occultation (large obliquity). Figure 7 shows how the vertical sampling distance differs in the occultations of Fig. 6.

Figures 8 and 9 show how the GOMOS measurements probe the atmosphere in short and long occultations. The occultations are the same used in Figs. 6–7. We have shown the movement of the tangent point in latitude-longitude values
and the latitude-longitude values of ray tracing paths. From the geometry we know that points around the tangent point contribute strongest to the horizontal columns. In the short occultations the tangent point is almost stationary in latitude-longitude coordinates. In the long occultations the movement of the tangent point can be more than 10° in latitude and longitude.

An important part of the geolocation is to determine the illumination condition of the measurement. Table 1 provides the definition of the illumination flag of GOMOS measurements. Stellar occultations are naturally working best when there is a full dark limb condition (illumination flag = 0). In bright limb conditions scattered solar light easily dominates the stellar signal and retrieval is difficult. The full dark limit of Table 1 constrains strongly the amount of scientifically usable data and therefore more relaxed limits are usually applied without evident corruption of data. Almost all scientific work so far has been using only dark limb measurements and the dark limb is usually defined by requiring the solar zenith angle at the tangent point to be larger than 107°. This is a less restrictive constraint than the full dark case in Table 1, which requires the solar zenith angle at the tangent point to be larger than 110° and the solar zenith angle at the satellite position to be larger than 120°. The geophysical validation of measurements with different illumination conditions have been presented in Meijer et al. (2004) and van Gijsel et al. (2010).

5 Level 1b: spectrometer data processing

5.1 Wavelength assignment

The nominal wavelength assignment is carried out using the calibration auxiliary product and the spectral shifts identified using data from the star tracker. The nominal wavelength assignment, corresponding to a perfect star tracking, is provided by the spectral assignment of one CCD column and by the spectral dispersion law of the spectrometers determined.
in the on-ground characterisation. Spectral shifts due to vibrations and imperfect tracking are estimated by the pointing data history from the SATU (Star Acquisition Tracking Unit). These shifts are used to spectrally assign each CCD column during each spectrometer measurement.

The SATU output provides the shift in horizontal (spectral) and vertical (spatial) directions. Mean SATU output data are computed at a frequency of 2 Hz and it is used to compute the physical and spectral shifts of the star signal on the spectrometer CCD arrays. The mean spatial shift (2 Hz) expressed in fraction of the spectrometer B2 CCD lines (or pixels) is plotted in Fig. 10.

5.2 Bad pixels, cosmic rays and modulation signal

Bad CCD pixels are specified in the bad pixels list coming from the GOMOS calibration database. The initial list is defined by the on-ground characterisation of GOMOS. This list is regularly updated by the GOMOS in-flight calibration process (Uniformity monitoring mode). There is no on-line detection of bad pixels but the cosmic rays correction processing may prevent use of unexpected bad pixels. Once bad pixels are identified, two complementary actions are performed: (1) the bad pixels are flagged and are ruled out from any further processing. (2) New values in ADU (Analog to Digital Unit) are interpolated from neighbouring pixels by a median filter but they are not used in the further processing.

The CCD detectors are sensitive to high energy particles arriving from the Earth’s radiation belts, interplanetary space or interstellar medium. They may also be generated by radioactive decay of impurities in the spacecraft and GOMOS materials. A cosmic ray will produce an additional charge in a single pixel or in several pixels if the angle of incidence with respect to the surface of the CCD is small. This phenomenon is seen in all space-flying CCDs.

When the full CCD image is available, the standard way to identify the cosmic hits is to pass a median filter on the image and to compare the content of each pixel to the median value of the window centred on this pixel. For GOMOS, we do not get a full CCD image. Rather, we have several blocks of lines electronically binned together (three per CCD) at each exposure of 0.5 s. Therefore, a pseudo-image is reconstituted for each measuring band of CCDs: the top line of the image being the first measurement in the band, the second line being the second measurement, and so on for a whole occultation. We assume here that a pixel has only a very small chance to be hit by a cosmic ray during two consecutive measurements.

This abnormal CCD response is eliminated by a median filtering in both spectral and temporal directions. The content of each pixel is compared to the median value of the filtering window. A cosmic hit is detected if this difference is greater than a given threshold. This threshold value depends of the gain index of the CCD. Threshold values for the four different gain index are read in the Level 1b processing configuration product. The value of the corresponding sample is replaced by the computed median value. It is flagged and not used further in the processing. In bright limb condition cosmic ray processing is disabled.

After the launch it was discovered that the electronic chain offset level shows a small variation. This modulation has a reproducible pattern in successive samples and an amplitude of 0.5 to 1.5 ADU (changing with the specific CCD A1 or A2). If the measurement is not towards the bright limb, a
correction of this modulation is performed for spectrometer A1 and A2 (after the cosmic ray correction). For spectrometer B1 and B2 the modulation is not corrected. There is a slow change in the amplitude of this modulation, which is monitored.

5.3 Conversion into electrons

A conversion of the ADU values into number of electrons is performed in each spatial band of the spectrometers A and B including also a non-linearity correction. This conversion needs the value of the CCD gain (in e/ADU) for each electronic chain and for each programmable gains (4 gains per spectrometer). The non-linearity correction of the electronic chain is performed in this processing step.

\[ D^{LIN} = (D - d_0) f_{\text{lin}} (D - d_0) \]

\[ N^{RO} = D^{LIN} \times G \]

Here \( D \) is the spectrometer pixel value in ADU (after elimination of saturated, bad and cosmic ray pixels), \( f_{\text{lin}} \) is the non-linearity factor, \( G \) is the electronic gain factor, \( d_0 \) is the off-set and \( N^{RO} \) is the number of electrons collected by the pixel. The non-linearity factor can be determined by using so-called linearity monitoring mode of GOMOS where the integration time can be specified between 0.25 to 10 s. Originally it was measured on the ground in the instrument characterisation process.

During the Envisat flight a majority of the CCD pixels have become “hot”, with a higher and variable dark charge. This degradation of the CCD’s has been the main negative surprise in the GOMOS mission. The precipitation of protons is reason for this continuous increase of dark current.

In the absence of light, the level of dark charge is much higher than on the ground and it is highly variable from one pixel to the next (so-called DCNU, Dark Charge Non Uniformity). Also, its average level for one pixel may change, with a time scale that can vary from a few seconds to several hours. This phenomenon is called RTS (Random Telegraphic Signal). Therefore, a new observing strategy was set up. At each orbit, when Envisat is near the equator in deep night, GOMOS is pointed toward a dark area in the sky, collecting therefore only the dark charge on all CCDs. These measurements are used to correct all other occultations in the same orbit. Figure 11 shows the evolution of dark charge for individual CCD-column and Fig. 12 the increase of the mean dark charge with time for the spectrometer A2.

5.5 Mirror reflectivity and vignetting

The plane mirror of the SFA (Steering Front Assembly) is oriented in such a way that the line of sight is reflected in a fixed direction, along the telescope axis. The reflectivity of the mirror varies with wavelength and the angle of incidence, which is \( \geq 25^\circ \). The incidence angle depends on the elevation and azimuth angles. Since the incidence angle varies by a few degrees during one occultation, it is important to correct this effect. Otherwise the transmission ratio of two star spectra measured with different incidence angles would be biased. A look-up-table has been built from Sirius
observations with various azimuth and incidence angles. The variation of reflectivity is assumed to be a linear function of the angle of incidence.

At the extreme range of azimuth angles (negative angles), the plane mirror is vignetting (partially masking) a part of the collecting area for the IR spectrometer B. The degraded performance of the IR spectrometer at these azimuth angles (nominally from $-10^\circ$ to $-5^\circ$) is taken into account by a vignetting correction.

### 5.6 Stray light and bright limb background

The internal stray light is light coming from the region of FOV (Field Of View) limited by the slit but whose photons do not fall on their nominal position on the CCD. It is mainly generated by the grating as scattered light and it is most manifest as light from the star collected in the background bands. At present time, no correction of the internal stray light has been implemented.

The external stray light is light that makes its way through the slit, though its origin is outside the nominal FOV of the slit. There are mainly two sources of external stray light. One is the solar light scattered by some Envisat hardware into the baffle and optics of GOMOS. The other is coming from the sun-illuminated limb or nadir. The external stray light of solar origin does not go through the ozone layer and therefore contains some UV even at maximum ozone absorption wavelengths (near 255 nm). At present time, no correction of the external stray light has been implemented. Still, geometrical computations are performed to characterise the illumination conditions of GOMOS, Envisat, and the tangent point of occultation at the limb at a reference altitude (the nominal value is 50 km). The illumination condition is given in the flag stored in the Level 1b product. This flag may be also used as a guide for the stray light contamination.

In bright limb occultations the background radiation falling on the central band needs to be estimated and subtracted from the measured central signal in order to get the star signal alone. This estimate is also used for photometers. The estimates of the upper and lower background are stored in the GOMOS Limb product.

Before the estimation, a flat field correction is applied to upper and lower bands. The sensitivity of each pixel is retrieved from a PRNU map (Pixel-to-pixel Response Non-Uniformity). The PRNU values of all pixels have been determined in-flight.

The processing software includes two different methods for estimating the background contribution inside the stellar band: (1) A linear interpolation between upper and lower bands. (2) An exponential interpolation (this is the method currently activated in the processing). The estimate for the central background is obtained as

$$N^\text{B}_C = N^\text{NST}_C Q_C$$

where $N^\text{NST}_C$ is the background contribution for the central band from the method 1 or 2 and $Q_C$ is PRNU averaged for the central band.

Once the central background $N^\text{B}_C$ is estimated, it is subtracted from the central band to get the stellar signal. This is not done in the full dark limb conditions for the spectrometer A. In full dark conditions the background is usually negligible and subtracting it would add the noise of the dark charge of the two background bands. There are, however, some atmospheric emissions lines that can be detected in GOMOS nighttime spectra. Examples are the famous auroral and airglow (green) line at 557.7 nm and the oxygen line around 630 nm. In the GOMOS Level 2 processing the spectral range 627.9–630.0 nm (pixels 1215–1222) covering the oxygen line has been flagged and this area is not used in the retrieval.

For spectrometer B, the background is not negligible even during the night. There are $O_3$ emissions around 760 nm and OH emissions near 940 nm. On the day side, the limb brightness is large. It saturates the spectrometers usually at altitudes lower than 26 km so that the background correction is no longer feasible. When any of the upper, central or lower band is saturated, the corresponding column is flagged and not used in the data processing.

### 5.7 Star signal computation

The stellar signal created by the background subtraction needs to be corrected for flat-fielding in order to get a valid estimation of the star spectrum. The nominal location of the star signal on the CCD, the SATU output data, the photometer engineering data and the PNRA are used in flat-fielding.
The flat-fielding is most important for the spectrometers B1 and B2. During one spectrometer integration time, the image of the star spectrum is moving on the CCD due to refraction and residual pointing errors. Therefore several pixels with varying responses contribute to the measured signal. The signal at the band level will depend on the exact position on which the star spectrum is formed. This position is known from SATU data, at 100 Hz sampling rate. Coupled with a refraction model and with the instrument point spread function, the SATU information allows to estimate the current effective PRNU of the CCD pixels of the central band, which contains the star spectrum image. The scintillations measured from photometers data allow to take into account fast brightness variations of the star spectrum, for each position of the star spectrum at 100 Hz within a sample time (0.5 s).

If the star image in the slit deviates too much from the nominal central position, the slit may block a part of the signal. Because the position of the star image can be estimated from the star tracker, a look-up table can be used to recalibrate the signal as

\[ N^S = \frac{N^S}{f_{slit}} \]  

where the slit transmission is the calculated blocking factor. Figure 13 shows an example of the occulted star spectra (central band) at several tangent altitudes.

The Level 1b processing for spectrometers is finalised (see, however, error analysis in Sect. 7) by calculating the so-called full transmission

\[ T = \frac{N^S}{N_{REF}} \]  

The full transmission is computed as the ratio of the estimated star spectrum to the reference spectrum of the current occultation. All the spectra used in this processing must be spectrally aligned before computation. The wavelength assignment of the star spectrum is re-sampled over the nominal spectral grid before the computation of the transmission. A reference spectrum of the star is measured at each occultation by averaging 10 measurements obtained above 120 km. Examples of the Level 1b transmissions can be found in Fig. 16 in the Level 2 processing.

6 Photometer data processing

The processing applied to the fast photometer data is to a large extent same as done for the spectrometers. Specific steps for photometers are unfolding and corrections for spikes. The background subtraction uses the estimated central background of the spectrometers as an input to remove the background contribution for the photometers.

Because of the 12 bits capacity of the on-board adder included in the photometer electronic chain, only the 12 least significant bits are written in the GOMOS packets. In case of overflow, the analysis of the temporal series usually allows to rebuild the original signal (unfolding algorithm). The current unfolding algorithm compares the local variation of the signal to a threshold. However, in some circumstances (e.g. Sirius occultations with strong atmospheric scintillations), the real variability of the signal flux can exceed this threshold, leading to false overflow detection.

An incorrect unfolding of the photometer signal has a negative impact on the scintillation/dilution correction of the transmission spectra (Level 2 processing) and thus on the quality of the species retrieval. Discontinuities of the NO₂ column density profiles have been observed at the altitudes of false reset corrections. The analysis of the processed occultations leads us to definitely avoid applying the unfolding process for the occultations of Sirius or in case of full dark limb condition where the overflow is assumed to be only occasional.

The photometer data are measured with a sampling rate of 1 kHz and each sample corresponds to a time integration of the light intensity during one millisecond (1 ms). For each spectrometer measurement (0.5 s), there is consequently 500 photometer samples for each photometer. However, the last sample of each series of 500 is obtained with a time integration of 0.9 ms (instead of 1 ms), thus producing a downward spike. This instrumental effect is corrected by dividing the value of the last sample in each series of 500 by 0.9. An example of the photometer data is shown in Fig. 14. The figure shows the time delay effect explained in Fig. 3. The red light from a given structure is detected first when using setting occultations. The vertical separation chromatic lag varies (exponentially) from 1 m at 45 km to 10 m at 30 km to 60 m at 20 km and 300 m at 10 km. The related time delay is obtained by dividing by the vertical velocity of ENVISAT (less than
3.4 km/s). The time delay is then from 3 ms at 30 km and 88 ms at 10 km.

7 Error analysis

All the Level 1b products are accompanied by error estimates. These estimates are calculated assuming that there is no modelling errors and assuming a normal Gaussian error statistics. The pixel data are assumed to be independent on each other. We ignore all correlations between pixels. In the following the main error contributions for the main products are reviewed.

The error on any signal coming from a CCD is

$$\Delta N = \sqrt{N + \Delta_{dc}^2 + R_{ro}^2 + \frac{G^2}{T^2}}$$

(11)

The first component under the square-root is the photon noise, the second ($\Delta_{dc}$) is the noise associated with the dark charge removal, the third one ($R_{ro}$) is the read-out noise and the last one is the quantisation noise.

The error on the background has been estimated by

$$\Delta_b = \sqrt{|B_{est}|}$$

(12)

where $B_{est}$ is the estimate of background signal in the central band.

The error on the estimated stellar signal is

$$\Delta N = \sqrt{N + \Delta_{dc}^2 + R_{ro}^2 + \frac{G^2}{T^2} + \Delta_{sl}^2 + \Delta_{b}^2}$$

(13)

where $\Delta_{sl}$ is the error associated to the subtraction of stray light, and $\Delta_b$ is the error associated to the subtraction of background. At present, $\Delta_{sl}$ is set to zero because the stray light correction is not activated.

The error on the transmission is

$$\Delta T = T \sqrt{\left(\frac{\Delta N}{N}\right)^2 + \left(\frac{\Delta N_{ref}}{N_{ref}}\right)^2}$$

(14)

where $p=10$ is the number of measurements averaged.

The error on the photometer signal is dominated by the shot noise, and the estimate is taken as the square root of the signal.

All these error estimation formulas have been validated by simulations and by in-flight statistical analysis of measurements.

8 Introduction to GOMOS geophysical retrieval

The GOMOS Level 1b products that are used in the GOMOS Level 2 processing are:

- transmission data ($T_{obs}$);
- photometer data ($I_{pho}^{obs}$);
- geolocation data ($\ell(\lambda, t)$);
- a priori atmospheric data ($\rho_{air}(\vec{r}), T(\vec{r})$).

Main data are the transmission spectra at different tangent heights. Photometric data from the two fast photometers are used to correct the transmissions from the scintillation effects. Photometric data are also used to retrieve a high resolution temperature profiles of the atmosphere. Geolocation and the a priori atmospheric data are necessary information in dealing with the refractive effects and at the initialising stage of the retrieval.

In the GOMOS Level 2 processing the data set processed is the measurements from one star occultation at a time. Even if some occultations would probe the same atmospheric region at successive orbits these occultations are treated separately. Therefore, the possibility to carry out some kind of atmospheric tomography by GOMOS has not been considered in the ESA Level 2 processing. In the present GOMOS ground processing limb spectra from Level 1b are not used for atmospheric retrieval but this possibility is under development.

The geophysical retrieval strategy in the Level 2 data processing assumes that a measured transmission can be taken as a product of two transmissions

$$T_{obs} = T_{ref} T_{ext}$$

(16)
The transmission $T_{\text{ref}}$ is due to refractive effects and the transmission $T_{\text{ext}}$ is due to absorption and scattering processes in the atmosphere. The Level 2 processing aims first to estimate the refractive part using the fast photometer data and the geolocation data, and then to remove it from the measured transmission (for details, see Sofieva et al., 2009). The remaining transmission can then be connected to the atmospheric constituent densities. This transmission can be written as:

$$T_{\text{ext}} = e^{-\tau}$$

where the optical depth $\tau$ is given by

$$\tau(\lambda) = \sum_j \int \sigma_j(\lambda, T(\tilde{r}(s))) \rho_j(\tilde{r}(s)) ds$$

In principle there is no obstacle to an inversion approach where we use directly Eqs. (17) and (18) to retrieve the constituent profiles. This approach can be called one-step inversion. In practice, the problem is the size of the input data and the number of the estimated parameters. The one-step approach is being studied in the GOMOS processing development but it is not used in the present GOMOS processing.

In the Level 2 data processing strategy the following simplifications have been adopted in order to bring the inversion problem into a more manageable form (see Sihvola, 1994):

2. Decouple spectral and vertical inversion problems as far as possible.

The first simplification cuts the number of data points from 2336 of the original problem to 1416 points in the spectrometer A, 420 points in the spectrometer B1 and and 500 points in the spectrometer B2. The second simplification allow us to perform the retrieval in a sequential way (see Fig. 15). We need still to decide if the spectral inversion or the vertical inversion is performed first. If the spectral inversion is performed first, horizontal column densities of different constituents $N_j(z)$ are calculated first as the intermediate products. If the vertical inversion is performed first, profiles of the absorption coefficients $k(\lambda, z)$ are the intermediate products. In the GOMOS ground segment the spectral inversion is performed first because it leads to a rapid compression in the data volumes processed.

The separation of spectral and vertical inversions discussed above leads to some inaccuracies in the inversion modelling but these are counteracted by performing an iteration loop over the spectral and vertical inversion.

In addition to the refractive effects, there are two additional measurement features that must be taken into account in the retrieval. The first one is the finite measurement time (0.5 s) of GOMOS. During this time the tangent point altitude changes considerably (remember Fig. 7). The second feature is the finite spectral resolution of the instrument. This means that we cannot simply use the cross sections as such in the inversion but we must take the instrumental resolution into account.

9 Refractive effects

The scintillation and dilution corrections (see Dalaudier et al., 2001) are based on the assumption that the refractive transmission can be split into two independent terms

$$T_{\text{ref}}(t) = T_{\text{dil}}(t)T_{\text{sci}}(t)$$

where $T_{\text{dil}}$ represents the dilution component and $T_{\text{sci}}$ represents the effect of scintillations, assumed to be free of direct chromatic effect.

$T_{\text{sci}}$ is estimated using the signal of the fast photometer that has the highest signal to noise ratio. The principle is to minimise extinction effects in the photometer bands. The photometer with less extinction is usually the red photometer. The estimation of this term is made with the assumption that all high frequency fluctuations in the photometer signal (if we exclude noise fluctuations) are due to scintillations and that fluctuations due to structures in vertical profiles of absorbing constituents affect only the low frequency part of the signal. This assumption is justified by the fact that the absorption depends on the integrated density along the line of sight, while the dilution is sensitive to the second vertical derivative of the integrated density.
The mean dilution is approximated by using the so-called phase screen approximation where the effect of the extended atmosphere on the light wave is replaced by that of a virtual phase screen located at the tangent point. The refractive bending takes place only at the screen. With this approximation the mean dilution can be written simply as
\[ T_{\text{dil}}(z, \lambda) = \frac{1}{1 + L \frac{d\delta(z, \lambda)}{dz}} \]  
(20)

where \( L \) is the distance from the tangent point (screen) to the satellite and \( \delta \) is the refractive angle of the ray. In the Level 2 processing the refractive angle is taken from the ray tracing calculation performed in the Level 1b processing.

The scintillation transmission is estimated by
\[ T_{\text{sci}}(t) = \frac{I_{\text{ph}}(t)}{I_{\text{ph}}(t)} \]  
(21)

where the numerator is the photometer signal and the denominator is the smoothed photometer signal. The smoothing is performed by the Hanning filter (Press et al., 1992) over an adjustable time interval. In vertical distance the default value is about 3 km. The combined effect due to dilution and scintillations during one integration time of the spectrum (0.5 s) is now given by
\[ T_{\text{ref}} = \frac{1}{\Delta t} \int T_{\text{ref}}(t) \, dt = \frac{1}{\Delta t} \int T_{\text{dil}}(t) T_{\text{sci}}(t) \, dt \]  
(22)

The transmission due to absorption and scattering can then be calculated by dividing the observed transmission by the estimated refractive part
\[ T_{\text{obs}} = \frac{T_{\text{obs}}}{T_{\text{ref}}} \]  
(23)

It is important to note that, at this stage, we have transmission corresponding to tangent altitudes depending on wavelength. The chromatic effect is taken into account in the mean dilution term. The chromatic effect, which is neglected in scintillation correction, is the intensity normalisation resulting from difference in “duration” of the same structure when viewed at different wavelengths. In other words, the integration time in Eq. (22) is also wavelength dependent.

There are two fundamental restrictions of the scintillation correction algorithm. The algorithm does not fully correct so-called strong scintillations where the light rays cross and it is not generally able to correct scintillations from isotropic fluctuations in the atmosphere. The correction for isotropic scintillations works only if the FOV of the instrument is in the orbital plane. For more information about scintillation effects see Sofieva et al. (2009).

Because of chromatic refraction at any given time GOMOS receives stellar light from different altitudes. GOMOS data processing includes two methods to handle this non-uniqueness of the tangent height. The first method presented below modifies the observed transmissions. The other method in Sect. 11.2 modifies the transmission model.

We calculate the tangent points corresponding to each pixel of each spectrum and then calculate the transmission for given tangent altitudes by performing linear interpolations between two acquisitions
\[ \tilde{T}_{\text{ext}}(z_j, \lambda) = r T_{\text{ext}}(z_j, \lambda) + (1 - r) T_{\text{ext}}(z_{j+1}, \lambda) \]  
(24)

\[ \tilde{T}_{\text{ext}}(z_j, \lambda) = (1 - r) T_{\text{ext}}(z_j, \lambda) + r T_{\text{ext}}(z_{j-1}, \lambda) \]  
(25)

The first alternative is applied for wavelengths \( \lambda \) smaller or equal to the fixed reference wavelength and the second alternative to the rest. The coefficient \( r \) is the interpolation coefficient:
\[ r = \frac{z_j(\lambda_{\text{ref}}) - z_{j\pm 1}(\lambda)}{z_{j\pm 1}(\lambda) - z_{j\pm 1}(\lambda)} \]  
(26)

This approach represents the first alternative method to correct the chromatic refraction effects. The second alternative is presented in connection with the transmission modelling.

An example of the Level 1b and Level 2 refraction corrected transmission is shown in Fig. 16. Figure 17 shows the refraction transmission i.e. the ratio of Level 1b and Level 2 transmissions (see Eq. 23). At high altitudes it tends to unit value but at low altitudes shown in figure the refraction transmission varies strongly with altitude and wavelength. Figure 18 shows the signal-to-noise ratio for the refraction corrected transmission. Note the strong variations as a function of altitude and wavelength.

### 10 High resolution temperature from photometers

In addition being used for the scintillation correction, the photometers data provide information about small scale density structures in the atmosphere. A high resolution temperature profile (HRTP) can be derived from time the delay of the two photometers. Due to the variation of the index of refraction with wavelength, a light beam from an occulted star is more bent in the blue part of the spectrum than in the red part. For a given tangent altitude, the red beam reaches GOMOS before the blue beam because GOMOS measures only setting stars (see Fig. 3).

The computation of the time delay gives information on the bending angle which is related to the density and temperature profile in the atmosphere. This method allows us to derive a high resolution temperature profile with a vertical resolution of 100–200 m.

The algorithm is divided in three main parts:

1. Computation of the chromatic time delay between the two photometers.
2. Determination of the refraction angle.
3. Determination of the density, pressure and temperature profiles.

The time delay is computed at 40 Hz corresponding to a vertical sampling of 85 m at maximum. This means that 20 time delay values are computed during each 0.5 s spectrometer measurement. The time delay is computed by searching such a time shift between the blue and the red signal that gives the maximum correlation between the two signals taken in a time window corresponding to a vertical movement of the tangent altitude of 250 m.

The difference in the refractive angle between the central wavelengths of the blue and the red photometers is obtained from the time delay $\Delta t$ as

$$\delta_{\text{blue}} - \delta_{\text{red}} = \frac{v_z \Delta t}{L}$$

(27)

where $L$ is the distance between GOMOS and the limb and $v_z$ the projection of the satellite velocity on the vertical axis at the tangent point.

The refractive angle is directly proportional to the refractivity $\nu - 1$ and it is obtained with a linear transformation

$$\delta_{\text{blue}} = \left( \frac{\delta_{\text{blue}} - \delta_{\text{red}}}{\nu_{\text{blue}} - \nu_{\text{red}}} \right) \left( \frac{\Delta \nu}{\nu} \right)^{-1}$$

(28)

The coefficient $\Delta \nu / \nu = 0.011$ depends on the exact band pass of the photometers.

Once the refraction angle is obtained as a function of the impact parameter (at 40 Hz), the profile of refractivity, directly proportional to the atmospheric density, is obtained by inverting the following Abel integral:

$$n(h_{\text{blue}}) = \frac{1}{\pi} \int_{h_{\text{blue}}}^{\infty} \frac{\delta_{\text{blue}}(h)}{\sqrt{(R + h)^2 - (h + h_{\text{blue}})^2}} dh$$

(29)

Fig. 16. Level 1b transmissions (blue) and refraction corrected transmissions (red) at various altitudes. The altitudes and the star are the same as in Fig. 13 and Fig. 18.

Fig. 17. Refractive transmission at altitudes 14–16 km. The occultation is the same as in Fig. 16.

Fig. 18. Level 2 transmission signal-to-noise ratio. The occultation is the same as in Fig. 16.

where $h_{\text{blue}}$ is the impact parameter and $R$ the Earth radius. The inversion is done downwards starting from the top of the high resolution profile (around 35–40 km) and using the model atmospheric profile at the tangent point above this altitude. Once the density profile is obtained, the temperature profile is computed using the hydrostatic equation.

11 Transmission model developments

If we assume GOMOS to be nearly ideally imaging instrument and the source to be a point source, the model transmission can be written as the following two-dimensional integral:
\[ \tilde{T}(\lambda, t) = \frac{1}{\Delta t} \int \int T_{\text{ext}}(\lambda', \ell(t, \lambda')) W(\lambda, \lambda', t) \, d\lambda \, d\lambda' \] (30)

where \( W \) is the instrument point spread function. \( W \) is time dependent because during the integration time the stellar image wanders in the slit plane and its image on the CCD plane does the same. This causes some spectral smearing.

In the following we show how the model transmission is developed so that it can be used effectively in the data inversion (for details, see Sihvola, 1994).

### 11.1 Effective cross section method

Temperature dependent cross sections couple the spectral and spatial dimensions of the problem. According to our strategy, we aim at factorizing the problem into spectral and vertical inversion problems. This can be achieved by using the effective cross section method. We write the extinction as

\[ \tau(\lambda, \ell) = \sum_j \int \rho_j(z) \sigma_j(\lambda, T(s)) \, ds \]

\[ = \sum_j \sigma_{j}^{\text{eff}}(\lambda, \ell) N_j \] (31)

where \( N_j \) is the horizontal column density of the species \( j \)

\[ N_j = \int \rho_j(z(s)) \, ds \] (32)

and \( \sigma_{j}^{\text{eff}} \) is the effective cross-section of species \( j \)

\[ \sigma_{j}^{\text{eff}}(\lambda, \ell) = \frac{\int \sigma_j(\lambda, T(s)) \rho_j(s) \, ds}{N_j} \] (33)

The use of the effective cross-section separates the inversion problem into spectral and spatial parts. The two parts are, however, coupled together by the unknown effective cross sections. An iterative loop over spectral and vertical inversion is needed to take this into account. Initially we can use the tangent point temperature in Eq. (33). This relieves the cross sections from the integration and the effective cross section is equal to the normal cross section (at tangent point temperature). After the first vertical inversion the effective cross section is along the LOS averaged cross section where the local constituent density acts as a weight.

### 11.2 Spectral and temporal integration

The other model simplification aims to eliminate the spectral and temporal integrations in the model function Eq. (30). The need for this simplification is computationally efficiency. Using a perturbation technique we can recover the exponential form of the model transmission. The detailed calculations are not shown here (see Sihvola, 1994; GOMOS ESL, 1998) but the final result is

\[ \tilde{T}(\lambda, t) = e^{-\hat{\tau}} \] (34)

where the modified optical extinction is (\( h \)’s being the tangent heights):

\[ \hat{\tau}(\lambda) = -\sum_j \tilde{\sigma}_j(\lambda) N_j - \frac{1}{2} \sum_{ij} B_{ij}(\lambda) \bar{N}_i \bar{N}_j \]

\[ + (z(\lambda) - z(\lambda_{\text{ref}})) \sum_j \tilde{\sigma}_j(\lambda) \frac{d\bar{N}_j}{dz} \]

\[ - \frac{(\Delta z)^2}{24} \left( \sum_j \tilde{\sigma}_j(\lambda) \frac{d\bar{N}_j}{dz} \right)^2 \] (35)

where \( \Delta z \) is the vertical coverage of the measurement at the tangent point. The convoluted cross sections are defined by

\[ \tilde{\sigma}_j(\lambda) = \int W(\lambda' - \lambda) \sigma_j(\lambda') \, d\lambda' \] (36)

and the coefficients \( B_{ij} \) are coming from the convolution of cross-section correlations

\[ B_{ij}(\lambda) = \int W(\lambda' - \lambda) \sigma_i(\lambda') \sigma_j(\lambda') \, d\lambda' - \sigma_i(\lambda) \sigma_j(\lambda) \] (37)

Note that the cross sections here are the effective cross sections. The unknown instantaneous horizontal column densities are now replaced by the averaged densities

\[ \bar{N}_j = \frac{1}{\Delta t} \int N_j(t) \, dt \] (38)

The derivates of the horizontal column densities are calculated during the spectral-vertical inversion iteration loop only.

The transmission model Eqs. (34–35) includes the chromatic refraction effect, the spectral convolution by the instrument and the time integration effect. Obviously all these effects are taken into account in an approximate way only.

The original inversion problem is now separated into UVIS and IR parts and into the spectral and vertical inversion problems. In the spectral problem the averaged horizontal column densities Eq. (38) are retrieved by fitting the reduced observed transmission Eq. (23) with the model Eqs. (34–35). The vertical inversion part is given by Eq. (32) with the vertical profiles \( \rho_j(z) \) as the unknowns. This implies that the instantaneous horizontal column densities \( N_j \) need to be related to the averaged horizontal column densities of Eq. (38).

### 12 Spectral inversion

#### 12.1 Cross sections

The kernels of the spectral inversion problem Eq. (31) are the cross sections (see Fig. 19). The simulations performed before and after the GOMOS launch have shown that in the UVIS spectral region \( \text{O}_3, \text{NO}_2, \text{NO}_3 \) aerosols and neutral density can be retrieved from all stars observed by GOMOS. Some other minor constituents like sodium and OCIO can be
The present software version 5 uses a more flexible polynomial expansion

$$\tau(\lambda) = \int_\ell \beta(z(s),\lambda) ds = c_0 + c_1 \Delta \lambda + \ldots$$ (41)

where $\Delta \lambda = \lambda - \lambda_{\text{ref}}$ ($\lambda_{\text{ref}} = 500$ nm) and the coefficients $c_i$ are unknowns to be determined.

The order of the aerosol polynomial in Eq. (41) depends on the aerosol state of the atmosphere. In case of high volcanic activity (e.g., the post-Pinatubo period 1991–1993), a broad maximum of $\beta(\lambda)$ can be observed in the visible range and therefore at least a quadratic polynomial is required for a correct description. During background conditions, the spectral dependence of the aerosol extinction coefficient exhibits mostly a monotonic decrease versus wavelength. The polynomial order should be kept as low as possible due to the non-orthogonality of the aerosol optical thickness dependence with respect to other constituents having a similar cross section (like Rayleigh scattering by air). Ozone is not strongly coupled with aerosol due to its strong spectral signature.

### 12.2 UVIS spectral inversion

In the spectral inversion the observed refraction corrected transmissions are fitted by the model transmission Eq. (34) where the horizontal column densities are the unknowns. The GOMOS spectral inversion is based on the method that is spectrally global, uses absolute cross sections, takes a non-linear approach and assumes no explicit a priori information (see Kyrölä et al., 1993; Sihvola, 1994).

The estimation of column densities is based on the standard maximum likelihood method. We aim to minimise the so-called cost function between the data and the model. Data noise is assumed to be Gaussian (see Kyrölä et al., 1993) and therefore the suitable cost function has the following quadratic form:

$$S(N) = (\mathbf{T}(N) - \mathbf{T}_{\text{ext}})^T \mathbf{C}^{-1} (\mathbf{T}(N) - \mathbf{T}_{\text{ext}})$$ (42)

The unknown vector $N$ includes all the relevant horizontal constituent densities at a given altitude. The constituents covered are: $O_3$, $NO_2$, $NO_3$, neutral air and three coefficients for aerosols. The observed transmission is given by Eq. (23) or Eqs. (24–26). The matrix $\mathbf{C}$ is the covariance matrix of the transmission data from Level 1b and modified by the refraction correction Eq. (23). The minimisation is done by using the Levenberg-Marquardt algorithm (see Press et al., 1992). The algorithm also produces an estimate for the covariance matrix of column densities. This gives gas-gas correlations.

The retrieval process described above has been modified after the GOMOS launch as an response to difficulties in the neutral density retrieval and to larger than expected effects from scintillations. The retrieval of the neutral density often leads to a large bias with respect to the values from ECMWF. Therefore, it has been decided to fix the neutral density to
the value given by ECMWF for altitudes below 1 hPa and to MSIS90 above. The Rayleigh scattering contribution is removed from the observed transmissions before the spectral inversion.

In 20–40 km chromatic scintillations, caused by isotropic turbulence, create perturbations in GOMOS transmission spectra. These lead to unrealistic oscillations in the vertical profiles of horizontal column densities of NO2 and NO3. The scintillation correction step presented in Sect. 9 is unable to remove these scintillations from the transmission data. In order to improve the retrieval, a variant of DOAS named GDI (Global DOAS Iterative) is applied separately to NO2 and NO3 retrieval.

In the GDI Hauchecorne et al. (2005) a species is artificially separated into two virtual species Xs andXD with their respective cross-sections

$$\sigma_s(\lambda) + \sigma_D(\lambda) = \sigma(\lambda)$$

(43)

The spectral inversion is performed in two phases. The first Levenberg-Marquardt fit is applied with Xs = X0 and XD as a free parameter together with all other species that we want to retrieve. The fit gives a first value Xs(1). The second fit is applied with Xs = Xs(1). A second value Xs(2) is obtained. The process is iterated until the maximum number of iterations is performed or until a given convergence criterion is reached.

Example of the spectral inversion residuals are shown in Fig. 20. Generally the residuals are small except for altitudes where scintillations cannot be corrected accurately enough.

**12.3 IR spectrometer spectral inversion**

The IR spectrometer measures the densities of O2 in 755–774 nm and H2O in 926–954 nm. An example of the IR transmissions in 755–774 nm is shown in Fig. 21. These two bands are treated separately. Due to the physics of the problem, the individual absorption lines are very narrow and saturated, the apparent cross sections change with the integrated densities and they can no longer be considered as only wavelength dependent. The calculation of the transmission model is computationally very demanding. Therefore, it is difficult to use the same direct inversion approach as for the UVIS spectrometer data.

A new algorithm has been developed for the O2 and H2O retrieval. The method uses reference transmission spectra Tmod(λ,N) calculated for different column densities (N) of O2 and H2O. These reference transmissions depend slightly on pressure. In order to take this into account the calculation of transmissions is performed by using a forward model with a standard atmospheric profile. Several such calculations are done for different atmospheric states like tropical, mid-latitude and subarctic. The calculations are made in steps of 1 km altitude from 0 to 100 km, with the highest possible wavelength resolution allowed by the HITRAN data base and the radiative transfer code LBLRTM (see http://www.atmos-chem-phys.net/10/11881/2010/ Atmos. Chem. Phys., 10, 11881–11903, 2010).
The horizontal column density values used as data are the result of an integration in time and then should be adapted to the “instantaneous” expression that has been derived (i.e. the linear system is only valid for instantaneous horizontal column densities). To pass from integrated to instantaneous data we use Eq. (38) and expand \( N_j(t) \) around the integration time mid-point as a Taylor expansion. The result up to the second order is

\[
N_j = \frac{(\Delta t)^2}{24} \partial^2 N_j 
\]

After these developments the vertical inversion problem consists of solving the following linear system:

\[
N = K \rho
\]

where \( K \) is a relatively complicated kernel matrix. This matrix equation can be solved by standard methods.

In the case of GOMOS, the inversion presented above produces vertical profiles accompanied with unphysical oscillations. In order to remove these, we have introduced a smoothness requirement to the retrieved profiles. The smoothing is implemented by using the Tikhonov regularisation method. Traditionally the amount of smoothing is assessed by optimising the trade-off between the smoothness and the vertical resolution (see Rodgers, 2000). In the GOMOS retrieval a different approach has been taken. As the need for smoothing varies strongly depending on the stellar properties and the measurement geometry (short and long occultations), the traditional approach would result in different resolution for each occultation. Therefore, it was decided to choose an approach that keeps the vertical resolution for each occultation constant (at given altitude) despite the varying measurement conditions. This was done by applying so-called target resolution form of the Tikhonov regularisation (Sofieva et al., 2004).

The target resolution Tikhonov solution of Eq. (48) is given by

\[
\hat{\rho} = (K^T K + \alpha H^T H)^{-1} K^T N
\]

where the regularisation matrix \( H \) is

\[
H = \text{diag}\left[ \frac{1}{h^2} \right]
\]

Here \( \frac{1}{h^2} \) is shorthand to dividing all matrix elements by the square of the local altitude difference. The covariance matrix is also produced. The covariances provide the vertical correlations of errors.

The regularisation parameter \( \alpha \) in Eq. (49) was selected in such a way that the retrieved profiles have the desired target resolution. For ozone the target resolution was selected to be
2 km below 30 km and 3 km above 40 km (with smooth transition between 30 and 40 km). For NO\textsubscript{2}, NO\textsubscript{3}, aerosols, O\textsubscript{2}, and H\textsubscript{2}O the target resolution was put to 4 km. By applying this target resolution method the GOMOS profiles are easier to use in validation, time-series, climatologies, etc.

With the vertical inversion we have produced trace gas profiles. These new profiles are injected to the calculation of the effective cross-sections and the spectral and vertical inversion are carried out again. It has been shown that this iterative process improves significantly the final results. Therefore, it is routinely applied (at least once and at the maximum twice). The overall GOMOS Level 2 architecture is shown in Fig. 22 and the products in Figs. 23–24.

14 GOMOS algorithm development

The GOMOS data processing has undergone many changes since the launch in 2002. Changes have been initiated by the validation work and continuous investigations on the retrieval quality. These issues are discussed in more detail in other articles of this special issue.

The most important changes are (for a complete list, see the monthly GOMOS report from http://earth.esa.int/pcs/envisat/gomos/reports/):

- Calibration of the dark charge takes place in each orbit in order to counteract the increase of dark current noise in the GOMOS CCDs.
- Modulation correction of CCD signals.
- DOAS-type inversion for NO\textsubscript{2} and NO\textsubscript{3} to counteract perturbations from isotropic scintillations.
- Neutral density fixed to the values given by ECMWF and MSIS90. The GOMOS atmospheric product (GAP) is, therefore, not produced.
- Aerosol model changed from the Angström formula to the second order polynomial model.
- Tikhonov regularisation in the vertical inversion to smooth oscillations in vertical profiles.

The next software version 6 will include the following improvements:

- Full covariance matrix in the spectral inversion. This takes into account the spectral correlations from isotropic scintillations. The inclusion of the full covariance provides stabilises the spectral inversion and improves the error estimates of vertical profiles. See Sofieva et al. (2010).
- HRTP algorithm is enhanced by the computation of effective wavelengths of the photometer signals. The sensitivity to outliers has been reduced.
- Calibration procedures have been refined. Studies on in-flight data have shown that the response inside one pixel is not uniform. Therefore the PRNU correction takes this intra sensitivity into account. These changes improve specially the H\textsubscript{2}O retrievals and ozone retrievals from UV-poor (cool and weak) stars.

The overall development of the GOMOS algorithms continues. Several improvements are under investigation. Most important are

- Retrieval from GOMOS limb products. This requires corrections for straylight. Preliminary results for ozone retrieval look promising.
- Aerosol model development.

The GOMOS Level 1b and Level 2 data processing contains quite an extensive collection of processing modules that presumably take all the major physical effects into account. An ongoing activity tries to map and estimate the effects from the (hopefully) minor processes so far neglected. The modeling errors from the omitted processes have been discussed in Tamminen et al. (2010) of this special issue.
DOAS-inversion. A partial DOAS retrieval is included. The method is a spectral inversion. This has been studied in Vanhellemont et al. (2004). The method is further developed in the ESA AERGOM project 2009–2010.

Vertical smoothing. As an alternative to the Tikhonov regularisation in the profile retrieval, the transmissions can be smoothed in the vertical direction before the spectral inversion. This has been studied in Fussen et al. (2005).

Table 2. GOMOS products. The sizes refer to short (40 s) – long occultation (150 s). All products include geolocation data, error estimates and processing flags. The flags are essential data to find bad data values.

<table>
<thead>
<tr>
<th>Product</th>
<th>Typical size</th>
<th>Key contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOM_TRIA</td>
<td>3.5–15 MB</td>
<td>transmissions, photometer data</td>
</tr>
<tr>
<td>GOM_LIM</td>
<td>2–10 MB</td>
<td>upper and lower band data</td>
</tr>
<tr>
<td>GOM_EXT</td>
<td>2–10 MB</td>
<td>refraction corrected transmission, fitted model</td>
</tr>
<tr>
<td>GOM_NL</td>
<td>70–400 KB</td>
<td>horizontal column densities and related gas-gas covariances, vertical local densities and related layer-layer covariances (limited), HRTP, $\chi^2$-values</td>
</tr>
</tbody>
</table>

constituents. The ECMWF neutral density is eliminated from data as an 100% known contributor. This could also be done using a priori approach.

DOAS-inversion. A partial DOAS retrieval is included in the GOMOS spectral inversion.

One-step inversion. This possibility has been investigated in Vanhellemont et al. (2004). The method is further developed in the ESA AERGOM project 2009–2010.

Vertical smoothing. As an alternative to the Tikhonov regularisation in the profile retrieval, the transmissions can be smoothed in the vertical direction before the spectral inversion. This has been studied in Fussen et al. (2005).
– Vertical smoothing and DOAS. The method of Renard et al. (2008) combines DOAS and the vertical smoothing in order to reduce oscillations from scintillations.

– Averaged transmissions. Instead of retrieving atmospheric data from single occultation, we can first sum transmissions from several nearby (time and location) occultations and then retrieve from the combined transmission. This is a way to find constituents with very weak fingerprints in spectra. See the article by Fussen et al. (2010) in this special issue.

– The Markov chain Monte Carlo method (MCMC) provides more complete information about atmospheric parameters than the normal maximum likelihood method. The MCMC method is still too slow for operational GOMOS retrieval. For more information, see Tamminen and Kyrölä (2001) and Tamminen et al. (2010).

Many of these alternatives have been tested and compared with operational results using processing prototypes available at various scientific institutes. A limited version of FMI’s GomLab processor can be found at http://public.me. erikki.kyrola:FinGoodsGui.

17 Conclusions

In this paper we have presented the Level 1b and Level 2 processing algorithms for the ESA GOMOS ground segment. These algorithms were developed mainly during 1988–1998 using simulated data for verification. After real GOMOS measurements became available, three main surprises we encountered. The first surprise was the sensitivity of the GOMOS CCD’s to particle precipitation, which has led to a steady increase of noise in data. The more frequent dark current measurements have helped to fight back the deteriorating of retrievals. The decreasing S/N ratio affects the retrieval quality and especially the ozone retrieval using the weak and cool stars above 35 km suffers.

The second surprise was the importance of isotropic scintillations in data. GOMOS was prepared to correct for anisotropic scintillations by photometer measurements and this has worked fine but for isotropic scintillations the method does not work. The implementation of GDI in the spectral inversion and the Tikhonov smoothing in the vertical inversion have helped to minimise the effects from isotropic scintillations. The upcoming change to the full covariance spectral inversion will further alleviate this problem.

The third surprise concerns the daytime measurements. The inaccurate removal of the scattered light from the occultation signals have held back the use of day occultations. The main problem is the background removal stage where even small relative errors in the background field easily contaminate the underlying stellar signal. Actually more progress is now achieved from retrievals based on the background term itself.

Presently ozone, NO₂, NO₃, aerosol and HRTP results from GOMOS are of good quality with respect to their statistical properties. The IR-spectrometer products H₂O and O₂ are expected to improve from the new processor version 6. The GOMOS ozone, NO₂, NO₃, and aerosol results have already been used to create climatologies and time series in Hauchecorne et al. (2005), Kyrölä et al. (2006), Vanhellemond et al. (2010) and Kyrölä et al. (2010).
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