Mass tracking for chemical analysis: the causes of ozone formation in southern Ontario during BAQS-Met 2007
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Abstract. A three-level nested regional air pollution model has been used to study the processes leading to high ozone concentrations in the southern Great Lakes region of North America. The highest resolution simulations show that complex interactions between the lake-breeze circulation and the synoptic flow lead to significant enhancements in the photochemical production and transport of ozone at the local scale. Mass tracking of individual model processes show that Lakes Erie and St. Clair frequently act as photochemical ozone production regions, with average mid-day production rates of up to 3 ppbv per hour. Enhanced ozone levels are evident over these two lakes in 23-day-average surface ozone fields. Analysis of other model fields and aircraft measurements suggests that vertical circulation enhances ozone levels at altitudes up to 1500 m over Lake St. Clair, whereas subsidence enhances ozone over Lake Erie in a shallow layer only 250 m deep. Mass tracking of model transport shows that lake-breeze surface convergence zones combined with the synoptic flow can then carry ozone and its precursors hundreds of kilometers from these source areas, in narrow, elongated features. Comparison with surface mesonet ozone observations confirm the presence, magnitude, and timing of these features, which can create local ozone enhancements on the order of 30 ppbv above the regional ozone levels. Sensitivity analyses of model-predicted ozone and \(\text{HO}_x\) concentrations show that most of the region is VOC-limited, and that the secondary oxidation pathways of aromatic hydrocarbons have a key role in setting the region’s ozone and \(\text{HO}_x\) levels.

1 Introduction

The local and mesoscale circulations that arise from contrasts in the heat capacity of land versus water can have a significant effect on air pollution. At the shorelines of large bodies of water (oceans, large lakes), a diurnally-varying circulation frequently develops during the warm season. Air over the land is warmed after sunrise and mixed vertically whereas the air over the water is warmed much less, resulting in local pressure differences at some distance above the surface. These pressure differences drive a local circulation during the day, with above-surface air flowing from land to water. This in turn induces daytime divergence at the surface over the water, surface convergence over the land, with a return on-shore circulation at the surface. The reverse occurs at night. The daytime surface divergence and associated water-to-land wind flow is known as the lake- or sea-breeze, while the reverse circulation is referred to as the land breeze (cf. Atkinson, 1981; Stull, 1988). The leading edge of the intrusion of marine air onto land may sometimes create a sharp gradient in temperature, wind speed, relative humidity and atmospheric stability; a lake (or sea) breeze front. Air-lake temperature contrasts less than 12 °C are sufficient to induce this circulation (Laird et al., 2001). In light winds, temperature contrasts of only a few degrees are sufficient to induce the circulation – as synoptic wind speeds increase, larger contrasts are required.

Non-reactive tracer modelling studies of coastal Los Angeles noted the ability of sea-breeze-induced fronts (sometimes coupled with topographic effects) to provide sufficient vertical transport to loft pollutants to high levels during the day, in turn creating elevated layers of high concentration
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pollutants with the onset of more stable conditions at night (Lu and Turco, 1995). Similar layering structures have been observed in numerous measurement studies in coastal environments (cf. Li, 2004). The sea or lake breeze is often weak with respect to the synoptic flow, but combinations of the two have frequently been shown to give rise to increased pollution levels, including Taiwan in the autumn (Cheng, 2002), Houston (Banta et al., 2005), Vancouver (Li, 2004), Marseille (Mestayer et al., 2005; Lasry et al., 2005), and Madrid and Valencia (Millán et al., 1997, 2000).

Houston is sometimes severely affected by sea-breeze-enhanced ozone levels. Analyses of surface winds, upper-level synoptic maps, and meteorological conditions have shown that the highest ozone days in that city are associated with the passage of sea-breeze fronts (Darby, 2005; Rappenglick et al., 2008). Cluster analysis of surface winds showed that these events correspond to the situation wherein the transition from offshore to onshore flow is separated by a period of stagnation greater than or equal to one hour, up to six hours before the ozone event (Darby, 2005). The timing of the arrival of the sea-breeze front is the key factor in predicting high-pollution events in Houston, and sea breezes in opposition to the synoptic flow lead to the highest pollution, due to recirculation of processed air (Banta et al., 2005). The depth of penetration of sea-breeze fronts onto land is dependant on the direction of the synoptic wind, as well as on the local radiative balance and land-surface characteristics (Cheng and Byun, 2008), and these factors in turn have a more significant effect on ozone forecasts than, for example, the choice of plume-rise parameterization in an air-quality model (Cheng et al., 2008). The placement of major emissions sources relative to regularly repeating sea-breeze locations also has a significant impact on both ozone formation and dilution in the Greater Houston area (Byun et al., 2007).

The city of Marseille has been another focus for sea-breeze-induced meteorological and air pollution studies. High-resolution modelling studies have suggested that sea and lake breezes interact with Marseille’s VOC emissions to create high ozone episodes (Lasry et al., 2005). Sophisticated urban heat island modelling for the same region suggests that Marseille’s urban heat island circulation is affected by the sea breeze: the urban circulation when the city was affected by sea breezes was suppressed relative to instances of synoptic flows originating over the land (Lemonsu et al., 2006a; Drobinski et al., 2007). Work by the same group (Lemonsu et al., 2006b) also suggested the presence of “deep” and “shallow” sea-breeze circulation, the former inhibited by topography, the latter enhanced by topography. Relatively low NO$_2$ and high O$_3$ in the Marseille marine boundary layer (indicative of a more photochemically aged airmass) suggest that the sea-breeze circulation acts as an efficient photochemical reactor (Puygrenier et al., 2005). Pollutant concentrations in Marseille are highest just upwind of the sea-breeze front (the front’s propagation speed is lower than the wind speed, and the vertical mass flux at the front is less than the horizontal flux within the sea-breeze, allowing pollutants to accumulate just behind the front, with some upward transport; Drobinski et al., 2007). The accurate simulation of the fine-scale features of sea-breeze mesoscale transport in the Marseille area is crucial in order to predict both ozone peaks and ozone plumes (Pirovano et al., 2007).

The surface temperature during the passage of Marseille’s sea-breeze front has been found to be oscillatory (Puygrenier et al., 2005; Drobinski et al., 2007). Cold air transported inland due to the sea breeze results in temporarily increased stability over the land (isentrope inclination allows the sea-breeze flow to run along the slope, and adiabatic cooling associated with rising air retards the flow). The stability is short-lived, as solar energy is transferred to the surface, triggering turbulent vertical transport, including convection. The upward motion results in surface-level convergence over the land – this in turn amplifies the sea-breeze flow, which in turn advects cooler air over the land, increasing stability again, and slowing forward motion until the cycle repeats. Recent attempts to model this observed oscillatory flow have been unsuccessful (Drobinski et al., 2007).

The two main mechanisms for venting Marseille’s boundary-layer air to the free troposphere are upslope winds enhanced by sea breezes, and frontogenesis at the sea-breeze front, with associated turbulence and upward motion (Bastin and Drobinski, 2006). This venting is of sufficient magnitude to prevent significant recirculation of aged air back into the PBL (Drobinski et al., 2007).

Recirculation of aged polluted air in sea-breeze fronts has been observed elsewhere, however. Along the New England coastline, recirculation of aged air in sea-breeze fronts has been observed to increase ozone concentrations by 10 to 30 ppbv (Darby et al., 2007). The same study showed the presence of ozone aloft available for downward transport in frontal circulation along with recirculation patterns along the coast, but the observational evidence was not always sufficient to determine the cause of high ozone events (e.g., three possible sources for an event on 4 August 2004). Recirculation also has a significant impact on pollutant concentrations along the eastern Mediterranean (Levy et al., 2008). As in the Marseille studies, the interaction between synoptic and mesoscale flows was found to govern the impact of the sea breeze on air pollution. The presence of urban heat islands and the shape of the coastline modified the sea breeze, with the former reducing sea-breeze intensity, and the latter creating convergence regions that intensified it. The mechanism for sea-breeze impacts on eastern Mediterranean ozone levels is unclear, with high ozone levels occurring for both high and low recirculation, and an anti-correlation with NO$_x$, suggesting both local and long-range transport sources of ozone.

associated with lake-breeze circulations started with simple Gaussian dispersion models of non-reactive tracers, but the limitations of these models (Lyons et al., 1983) led to the use of full mesoscale models at resolutions of 1 to 10 km as the drivers for non-reactive tracer dispersion studies (Lyons et al., 1995). The lake-breeze circulation was found to be considerably more complex than previously expected: simulated non-reactive tracer plumes released at the shoreline were entirely transported out of the shallow lake-breeze inflow layer upon reaching the lake-breeze front and tracer plumes followed helical and even bifurcating trajectories (Lyons et al., 1995).

The reactive ozone chemistry associated with lake-breeze fronts in southern Ontario was first examined in the 1980's and 1990's. Some of this early work (e.g., Yap et al., 1988) suggested that local impacts on ozone levels were generally small, while some noted a more significant impact (Mukamal et al., 1982, 1985). Ozone concentration increases of 30 ppbv over the course of a few minutes were linked through surface station and satellite observations to the passage of a lake-breeze front in a later, more detailed analysis (Hastie et al., 1999). Time-coincident aircraft measurements of precursor NOx and VOCs suggested that the air mass associated with the ozone maximum was well-aged and had moved inland from a position originating over Lake Ontario.

A common feature of the work to date on lake- or seabreeze fronts is their complex nature; they are very local-scale features which nevertheless may have a profound impact on surface ozone concentrations in polluted regions. Three-dimensional mesoscale meteorological and air-quality models have provided a useful means of analyzing that complexity in Los Angeles, Houston, Taiwan and Marseille. In the study that follows, we use nested meteorological and air-quality models to analyze ozone formation in lake-breeze fronts in southern Ontario, a region surrounded by four large lakes, for a field study conducted during summer 2007. As part of that analysis, we use the concept of mass- or operator-tracking, in which the changes to a pollutant’s concentration (in this case, ozone) are tracked through every numerical operator of the air-quality model, allowing us to quantify the relative importance of different processes towards ozone formation in the study region.

The Border Air-Quality Study and Meteorology Study (BAQS-Met) was conducted in the region between Lakes Huron, St. Clair, and Erie, with the aim of studying the impact of lake breezes on local air-quality and long-range transported chemistry. The study comprised a measurement-intensive field campaign from 20 June to 10 July 2007, as well as a local monitoring network that operated from the months of June through August. A variety of measurements for particulate matter (PM) and gases were carried out at three supersites (Bear Creek, Harrow, and Ridgetown), on board the National Research Council of Canada (NRC) Twin Otter aircraft, and on Environment Canada’s CRUISER mobile laboratory as part of the study. A ten-site mesonet monitoring network for 5-min average ozone and PM2.5 was installed in the study region, in addition to ozone and PM2.5 observations available from larger-scale monitoring networks (AIRNow).

The work that follows has two main components. First, following a discussion of our methodology (Sect. 2), we present a formal statistical evaluation of the model using the available BAQS-Met data set (Sect. 3). Second, we make use of the model output to infer the physical and chemical causes for ozone formation in the region, using time sequences of model concentration fields, process mass tracking, and comparison of model and observed ozone time series (Sect. 4). The implications of the analysis and concluding remarks are presented in Sect. 5.

2 Methodology

2.1 Modelling system description

AURAMS (A Unified Regional Air-quality Modelling System) consists of three main components: (a) a prognostic meteorological model, GEM (Global Environmental Multi-scale model: Côté et al., 1998); (b) an emissions processing system, SMOKE (Sparse Matrix Operator Kernel Emissions: Houyoux et al., 2000; CEP, 2003); and (c) an off-line regional chemical transport model, the AURAMS Chemical Transport Model (CTM: cf. Cho et al., 2009; Gong et al., 2006; Makar et al., 2009; Smyth et al., 2009; Stroud et al., 2008).

GEM version 3.2.2 with physics version 4.5 was run on two domains: a variable-resolution global horizontal grid with a uniform core domain covering North America ($575 \times 641$ grid points over the globe, with $432 \times 565$ grid points over North America, $0.1375^\circ$ or approximately $15.3$ km grid spacing in the core region, 450-s timestep), and a limited-area mesoscale domain covering the Great Lakes area ($565 \times 494$ grid points, $0.0225^\circ$ or approximately $2.5$ km grid spacing, 60-s timestep). The model employed 58 hybrid-coordinate levels from the Earth’s surface to 10hPa, with layer thickness increasing monotonically with height (the first three levels above the surface, relative to standard pressure at sea level are at 42, 126, and 225 m). The coarse-resolution domain was driven by the operational objective analysis and coarse-grid output was used to provide lateral boundary conditions for the high-resolution domain meteorological simulations (Fig. 1). The standard version of GEM 3.2.2 was modified to include a parameterization for urban heating (Makar et al., 2006). Additional improvements included a temperature-gradient-based boundary-layer height parameterization, and consistency improvements for the model-generated vertical diffusion coefficients in the lowest model layers.
The GEM meteorology was created in a sequence of 12-h runs, starting at 00:00, 06:00, 12:00, and 18:00 UT from objective analysis files for those times for the 15-km simulation, the first six hours of these simulations being used for model spin-up, the last six hours being retained for AURAMS simulations. This methodology makes use of the meteorological data assimilation of the objective analysis to the maximum extent, to prevent drift of the predicted 15-km meteorology from the observations.

Process representations in version 1.4.0 of the AURAMS CTM include emissions from surface and from elevated sources, horizontal and vertical advection, vertical diffusion, gas-phase, aqueous-phase, and inorganic heterogeneous chemistry, secondary organic particle formation, dry and wet deposition, and particle nucleation, condensation, coagulation, sedimentation, and activation. Particulate matter is represented by 12 size bins, each having nine chemical components (Gong et al., 2006).

A three-level internal nesting setup was used for the AURAMS CTM v1.4.0 simulations: the outermost grid, a 42-km/15-min North American domain, drove a 15-km/15-min Eastern North American domain, which in turn drove a 2.5-km/2-min southern Ontario domain (Fig. 2). All three grids made use of a monthly-varying upper boundary condition for all advected chemical species, and the outermost domain also made use of time-invariant and vertically-varying chemical lateral boundary conditions, with the exception of \( \text{O}_3 \), for which a dynamic tropopause-referenced boundary condition was applied (Makar et al., 2010). Twenty-eight terrain-following vertical levels stretched telescopically from the Earth’s surface to 18.7 km, with the first three levels at 0, 13.9, and 55 m a.g.l. AURAMS’ ozone predictions and related diagnostics will be the focus of the current work.

The base year for the anthropogenic emissions inventories processed by SMOKE version 2.2 was 2005 for the USA and for Canada and 1999 for Mexico. Biogenic emissions are calculated using BEIS3.09 algorithms, with model-generated temperatures and photosynthetically active radiation being used to create these emissions in-line during the AURAMS CTM runs.

### 2.2 Simulation period and operating sequence

Both GEM and the AURAMS CTM were run for the 3-month period from 1 June 2007 to 31 August 2007, for the GEM 15-km domains. The GEM 15-km meteorology was used to drive the AURAMS CTM at both 42 and 15 km for the same time period. The GEM 15-km meteorology was also used for boundary conditions for the higher resolution GEM 2.5-km simulation, which in turn were used to drive the highest resolution AURAMS 2.5-km simulation. The GEM 2.5-km and AURAMS 2.5-km simulations were only run for dates encompassing the BAQS-Met measurement intensive (17 June to 11 July 2007, the intensive itself being from 20 June to 10 July). The lateral boundary conditions for the 15-km and 2.5-km AURAMS CTM simulations were taken from the corresponding coarser resolution simulations in each case; the climatological boundary condition was used for the model top in all three AURAMS simulations (Makar et al., 2010).
2.3 Model diagnostics: extraction of model values and mass tracking

2.3.1 Extraction of model values

Times series of surface ozone at hourly intervals were extracted from the 42-km and 15-km AURAMS simulations for comparison to Aerometric Information Retrieval Now (AIRNow) real-time network observations (see www.airnow.gov). Both BAQS-Met mesonet ozone observations (5 min averages) and AURAMS 2.5-km/2-min output were summed to create statistically comparable hourly values. Aircraft ozone observations (Hayden et al., 2010) were five second resolution data: these were binned to two minutes for comparison to AURAMS’ output time step. The aircraft locations at 10 s intervals during each two minute model step were used to extract the model values along the observed 3-D flight path in the model coordinate system, and the average of these values during each 2 min interval was compared to the observations. The ozone measurements from the mobile laboratory CRUISER were one minute averages: the speed of the mobile laboratory is sufficiently slow that the nearest model gridpoint to the CRUISER location is sufficiently accurate for comparison purposes.

2.3.2 Mass tracking of ozone

AURAMS v1.4.0 includes an analysis package that records the change in mass of selected model species through each of the model’s processes (the components of the net equation are solved as separate operators, Marchuk, 1975), expressed in units of ppbv/hour. These mass tracking options allow comparison of the gas-phase chemical production and loss, the advection, and the diffusion and deposition operators for ozone, within the AURAMS simulations. The relative magnitude and sign of the operators thus give information regarding the reasons for the model’s ozone predictions, hence determining the species with greatest impact on ozone and HOX levels in the region.

3 Model performance evaluation

The model performance for ozone prediction is evaluated here against the available observations, prior to its subsequent use as a tool for analysis of ozone formation in the lower Great Lakes. The performance evaluation thus quantifies the uncertainty associated with the subsequent analysis.

3.1 AURAMS 42-km and 15-km ozone versus AIRNow observations

Summary statistical comparisons between AIRNow and AURAMS hourly ozone concentrations on the 42-km and 15-km grids for the period 3 June 2007 through 31 August 2007 are depicted in Table 1. Note that “42-km East” refers to a subsection of the 42-km domain compatible (but not congruent) with the 15-km domain (region to right of green line, Fig. 2b), and “15-km BAQS-Met” refers to the subsection of the 15-km domain corresponding to the 2.5-km domain (see Fig. 1).

The ozone mean biases (MB, Table 1) decrease with increasing resolution, and become negative at the highest resolution (Table 2). The root mean square error (RMSE) also decreases with increasing resolution. The correlation coefficient R increases slightly with increasing spatial resolution in Table 1. The mean biases for the different metrics (daily 1-h maximum, daily mean, and hourly values) are all very similar for the same grids. Overall, the 15-km simulations show a higher statistical “skill” than the 42-km simulations (with the exception of the correlation coefficients for the portion of the 42-km grid which overlaps the 15-km grid (“42-km East”)).

3.2 AURAMS 2.5-km ozone versus mesonet observations

Statistical comparisons between the 2.5-km/2-min AURAMS simulations and the mesonet stations shown in Fig. 3 are given in Table 2. From Table 2, the further increase in model resolution considerably improves the model correlation coefficients relative to the lower resolution simulations of Table 1, though the mean biases are now negative. Simulated surface ozone therefore has the highest positioning/shape accuracy at the highest model resolution, while being biased low. This tendency for the surface ozone bias to become increasingly negative with increasing model resolution is associated with NOX titration of ozone, and will be examined in more detail in Sect. 4.3.
Table 1. Evaluation statistics for 3 June 2007–31 August 2007, 42-km and 15-km AURAMS versus AIRNow. M\textsubscript{obs} = observed mean, M\textsubscript{mod} = model mean, MB = mean bias, NMB = normalized mean bias, R = correlation coefficient, RMSE = root mean square error.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>M\textsubscript{obs} (ppbv)</th>
<th>M\textsubscript{mod} (ppbv)</th>
<th>MB (ppbv)</th>
<th>NMB</th>
<th>R</th>
<th>RMSE (ppbv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O\textsubscript{3} daily 1-h max</td>
<td>42-km</td>
<td>15-km</td>
<td>42-km</td>
<td>15-km</td>
<td>42-km</td>
<td>15-km</td>
</tr>
<tr>
<td>Number of sites</td>
<td>1167</td>
<td>681</td>
<td>833</td>
<td>61</td>
<td>1167</td>
<td>681</td>
</tr>
<tr>
<td>M\textsubscript{obs}</td>
<td>56.8</td>
<td>57.7</td>
<td>55.6</td>
<td>57.9</td>
<td>32.6</td>
<td>33.3</td>
</tr>
<tr>
<td>M\textsubscript{mod}</td>
<td>60.7</td>
<td>58.3</td>
<td>59.2</td>
<td>58.2</td>
<td>39.7</td>
<td>36.4</td>
</tr>
<tr>
<td>MB</td>
<td>3.8</td>
<td>0.6</td>
<td>3.6</td>
<td>0.3</td>
<td>7.2</td>
<td>3.1</td>
</tr>
<tr>
<td>NMB</td>
<td>0.08</td>
<td>0.01</td>
<td>0.07</td>
<td>0.01</td>
<td>0.26</td>
<td>0.11</td>
</tr>
<tr>
<td>R</td>
<td>0.61</td>
<td>0.63</td>
<td>0.66</td>
<td>0.64</td>
<td>0.58</td>
<td>0.60</td>
</tr>
<tr>
<td>RMSE</td>
<td>14.9</td>
<td>13.4</td>
<td>13.7</td>
<td>13.8</td>
<td>11.8</td>
<td>9.4</td>
</tr>
</tbody>
</table>

Note: “42-km east” denotes statistics computed for sites east of 100° W within the continental 42-km domain; “BAQS-Met” denotes statistics computed for sites within an area bounded by 40.5–44.5° N and 84–78° W. Number of stations: 42-km: 1167, 42-km east: 833, 15-km: 681, 15-km “BAQS-Met”: region bounded by 40.5 to 44.5° N and 78 to 84° W.

Table 2. Ozone statistics at all BAQS-Met surface mesonet stations, 2.5-km resolution simulations.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>O\textsubscript{3} hourly averages</th>
<th>O\textsubscript{3} daily mean</th>
<th>O\textsubscript{3} daily 1-h max</th>
<th>O\textsubscript{3} daily 1-h min</th>
</tr>
</thead>
<tbody>
<tr>
<td>M\textsubscript{obs} (ppbv)</td>
<td>41.2</td>
<td>41.8</td>
<td>63.2</td>
<td>21.5</td>
</tr>
<tr>
<td>M\textsubscript{mod} (ppbv)</td>
<td>33.3</td>
<td>33.9</td>
<td>54.5</td>
<td>16.6</td>
</tr>
<tr>
<td>MB</td>
<td>−7.89</td>
<td>−7.90</td>
<td>−8.82</td>
<td>−4.84</td>
</tr>
<tr>
<td>NMB</td>
<td>−0.19</td>
<td>−0.19</td>
<td>−0.14</td>
<td>−0.23</td>
</tr>
<tr>
<td>R</td>
<td>0.80</td>
<td>0.82</td>
<td>0.77</td>
<td>0.72</td>
</tr>
<tr>
<td>RMSE (ppbv)</td>
<td>14.2</td>
<td>10.9</td>
<td>14.9</td>
<td>11.0</td>
</tr>
</tbody>
</table>

3.3 AURAMS 2.5-km ozone versus aircraft observations

Statistical comparisons between the 2.5-km/2-min AURAMS simulations and the entire sequence of flights, and for individual flights, to the aircraft observations, are shown in Table 3. The “All Flights” statistics show a correlation coefficient of 0.74, slope of 0.87, intercept of −2.7 ppbv, a mean bias of −10.3 ppbv, and a mean error of 12.8 ppbv. The model biases aloft are often negative, similar to Table 2. The high resolution model thus has the tendency to be biased lower for ozone aloft than at the surface. Figure 4 shows the observed time series, simulated time series, correlation scores and mean biases for all flights. Most flights have negative mean biases; the model (thick line on the figures) is biased low relative to the observations (white diamonds).

Both the observations and the model show the presence of relatively short duration changes in the ozone concentration, indicating local-scale perturbations in the ozone field. For example, flight 2 (Fig. 4b) shows peak-to-trough ozone concentration variations of 15 ppbv over durations of 4 min, flight 14 (Fig. 4n) shows peak-to-trough variations of 30 ppbv over 26 min duration in both the observations and the simulations. The typical flying speed of the Twin Otter is 60 m s\textsuperscript{−1}, indicating that these ozone features have trough-to-trough spatial scales of 28 to 94 km. Superimposed on these are even shorter time interval events; for example, Flight 9 (Fig. 4i) shows two peaks each of duration 8 min (29 km) with peak-to-trough variation of 20 ppbv. Both the observations and the model thus suggest the presence of small spatial-scale ozone features. Our subsequent analysis below (Sect. 4) examines the manner in which these features are formed.
3.4 AURAMS 2.5-km ozone versus ozonesonde observations

Ozonesonde observations were carried out at the Harrow supersite at 12 h intervals during the study. Model profiles were extracted from each horizontal resolution of the model simulations at the same times as the ozonesonde releases. The 2.5-km model results and the observations are compared in Fig. 5 for the intensive period. Both model and observations show a tropopause fold occurring at the start of the time period (20 June); ozone concentrations greater than 120 ppbv reach elevations as low as 7 km a.g.l. in the observations. The model shows two later similar events, some indication of which may be present in the observations, but are difficult to distinguish due to missing data. In the model results, these high concentrations extend down to the 5-km level. Stratospheric intrusions observed by ozonesondes and other measurements during the study period were captured by the model; however, they appear to have had only a modest influence on surface ozone, which is much more heavily influenced by chemistry and transport close to the ground.

A detailed study of stratospheric/tropospheric exchange during the measurement intensive is presented in He et al. (2010). The AURAMS ozone predictions at mid and upper tropospheric levels, and the dependence of these predictions on the manner in which upper and lateral boundary conditions are prescribed have been the focus of a separate research project, reported elsewhere in this issue (Makar et al., 2010).
Table 3. Summary ozone statistics for aircraft flights.

<table>
<thead>
<tr>
<th>Flight Number</th>
<th>R</th>
<th>Slope</th>
<th>Intercept</th>
<th>Mean Bias</th>
<th>Normalized Mean Bias</th>
<th>Mean Error</th>
<th>Normalized Mean Error</th>
<th>Number of Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Flights</td>
<td>7.38E-01</td>
<td>8.73E-01</td>
<td>-2.66E+00</td>
<td>-1.03E+01</td>
<td>-1.71E+01</td>
<td>1.28E+01</td>
<td>2.12E+01</td>
<td>939</td>
</tr>
<tr>
<td>1 (06/23 12:54–15:00)</td>
<td>6.48E-01</td>
<td>1.14E+00</td>
<td>-1.14E+01</td>
<td>-6.80E+00</td>
<td>-2.10E+01</td>
<td>6.80E+00</td>
<td>2.10E+01</td>
<td>56</td>
</tr>
<tr>
<td>2 (06/23 17:22–19:56)</td>
<td>-4.87E-03</td>
<td>-3.75E-03</td>
<td>3.13E+01</td>
<td>-8.78E+00</td>
<td>-2.20E+01</td>
<td>8.82E+00</td>
<td>2.21E+01</td>
<td>70</td>
</tr>
<tr>
<td>3 (06/23 21:34–22:16)</td>
<td>3.19E-01</td>
<td>2.46E-01</td>
<td>1.97E+01</td>
<td>-1.06E+01</td>
<td>-2.64E+01</td>
<td>1.06E+01</td>
<td>2.64E+01</td>
<td>15</td>
</tr>
<tr>
<td>4 (06/25 14:38–17:24)</td>
<td>6.46E-01</td>
<td>9.56E-01</td>
<td>-9.19E+00</td>
<td>-1.21E+01</td>
<td>-1.86E+01</td>
<td>1.24E+01</td>
<td>1.91E+01</td>
<td>67</td>
</tr>
<tr>
<td>5 (06/25 19:30–21:54)</td>
<td>4.81E-01</td>
<td>4.56E-01</td>
<td>2.58E+01</td>
<td>-8.78E+00</td>
<td>-2.20E+01</td>
<td>8.82E+00</td>
<td>2.21E+01</td>
<td>68</td>
</tr>
<tr>
<td>6 (06/25 23:00–06/26 0:00)</td>
<td>-4.58E-01</td>
<td>-2.74E-01</td>
<td>7.59E+01</td>
<td>-1.37E+01</td>
<td>-1.89E+01</td>
<td>1.52E+01</td>
<td>2.09E+01</td>
<td>23</td>
</tr>
<tr>
<td>7 (06/26 12:34–15:06)</td>
<td>1.27E-01</td>
<td>1.08E-01</td>
<td>5.30E+01</td>
<td>-7.67E+00</td>
<td>-1.13E+01</td>
<td>9.47E+00</td>
<td>1.39E+01</td>
<td>67</td>
</tr>
<tr>
<td>8 (06/26 17:20–19:04)</td>
<td>5.86E-01</td>
<td>5.82E-01</td>
<td>2.42E+01</td>
<td>-5.69E+00</td>
<td>-7.82E+00</td>
<td>7.92E+00</td>
<td>1.11E+01</td>
<td>48</td>
</tr>
<tr>
<td>9 (06/26 20:10–22:20)</td>
<td>5.22E-01</td>
<td>8.38E-01</td>
<td>6.50E+00</td>
<td>-4.92E+00</td>
<td>-7.00E+00</td>
<td>9.94E+00</td>
<td>1.41E+01</td>
<td>61</td>
</tr>
<tr>
<td>10 (06/27 12:30–13:42)</td>
<td>5.72E-01</td>
<td>1.02E+00</td>
<td>1.15E+00</td>
<td>2.07E+00</td>
<td>4.74E+00</td>
<td>5.90E+00</td>
<td>1.35E+01</td>
<td>28</td>
</tr>
<tr>
<td>11 (06/27 15:10–17:40)</td>
<td>4.50E-01</td>
<td>5.05E-01</td>
<td>3.70E+01</td>
<td>6.06E+00</td>
<td>9.70E+00</td>
<td>1.09E+01</td>
<td>1.74E+01</td>
<td>64</td>
</tr>
<tr>
<td>12 (07/03 22:44–07/04 13:00)</td>
<td>5.65E-01</td>
<td>3.43E-01</td>
<td>1.83E+01</td>
<td>-2.49E+01</td>
<td>-3.79E+01</td>
<td>2.49E+01</td>
<td>3.79E+01</td>
<td>71</td>
</tr>
<tr>
<td>13 (07/07 08:18–11:16)</td>
<td>5.60E-01</td>
<td>1.56E-01</td>
<td>1.28E+01</td>
<td>-2.55E+01</td>
<td>-5.62E+01</td>
<td>2.55E+01</td>
<td>5.62E+01</td>
<td>77</td>
</tr>
<tr>
<td>14 (07/03 17:30–20:20)</td>
<td>3.50E-01</td>
<td>4.66E-01</td>
<td>2.05E+01</td>
<td>-1.35E+01</td>
<td>-2.13E+01</td>
<td>1.39E+01</td>
<td>2.19E+01</td>
<td>75</td>
</tr>
<tr>
<td>15 (07/08 15:20–18:12)</td>
<td>6.45E-01</td>
<td>9.92E-01</td>
<td>-5.07E+00</td>
<td>-5.62E+00</td>
<td>-8.47E+00</td>
<td>9.19E+00</td>
<td>1.39E+01</td>
<td>76</td>
</tr>
<tr>
<td>16 (07/08 22:20–07/09 1:00)</td>
<td>7.08E-02</td>
<td>8.02E-02</td>
<td>5.60E+01</td>
<td>-8.30E+00</td>
<td>-1.19E+01</td>
<td>9.22E+00</td>
<td>1.32E+01</td>
<td>73</td>
</tr>
</tbody>
</table>

3.5 AURAMS 2.5-km ozone versus CRUISER observations

Ozone and other observations were made on the CRUISER mobile laboratory, which spent the majority of its time parked at its “home base” in west Windsor, including every night during the study. However, on 12 separate days CRUISER spent daytime and evening hours collecting mobile measurements along roadways in the region, or at strategic locations. CRUISER driving routes during the intensive are shown in Fig. 6a, b and c compare model and observed O$_3$ and NO$_2$, respectively, for the entire period. AURAMS ozone along the CRUISER driving routes is generally biased low (comparing all two minute model values with corresponding averaged observations: MB $-24$ ppbv, NMB $-0.55$, RMSE 32 ppbv, correlation coefficient (R) 0.63). Nitrogen dioxide was biased high (Fig. 6c), suggesting that the negative biases in the ozone values are the result of excessive NO$_x$ titration of ozone in the model. These biases are much more negative than that seen at the surface mesonet stations (e.g. compare to Table 2, O$_3$ hourly average mean bias of $-7.89$ ppbv). The implication is that the model in its current form is unable to capture the very local mixing of freshly emitted NO$_x$ associated with the roadways’ mobile sources with the regional, O$_3$ enriched airmass. This results in large positive biases in NO$_x$ close to the roadways, but once the NO$_x$ has been dispersed to the more rural locations of the mesonet, the fit to the observations improves.
Fig. 6. (a) CRUISER driving routes during the intensive, (b) observed and model-simulated ozone along CRUISER driving routes, (c) observed and simulated NO$_2$ along CRUISER driving routes.
3.6 Summary, comparisons to ozone observations

The above statistical comparisons suggest:

1. the highest resolution model simulations give the best comparison to observations for surface ozone;
2. for those simulations, the model has a negative bias at the surface of $-4$ to $-9$ ppbv, depending on the metric chosen;
3. the model compares well to ozonesonde observations over the depth of the troposphere; these suggest that lower tropospheric ozone is not significantly affected by stratospheric intrusions, despite their occurrence during the study period;
4. the model is biased very low along the roadway networks ($-23$ ppbv), but this does not affect the regional ozone predictions, suggesting that the low bias is the result of inadequate resolution of the very local scale emissions and turbulence over the roadways;
5. the surface level negative bias increases to $-10.3$ ppbv at aircraft altitudes.
6. the aircraft observations and model also suggest the presence of very local-scale features in the ozone concentrations.

4 Model-predicted causes of ozone formation and destruction over the Great Lakes: 2.5-km resolution analyses

4.1 Case studies

We turn now to the use of the model as an analysis tool to explain surface and lower troposphere ozone formation in the study region. During the three-week duration of the measurement intensive, specific patterns of circulation and ozone concentrations tended to recur, depending on the synoptic winds. Specific patterns occurred with sufficient frequency to be useful as archetypes for the given circumstances for ozone formation. We examine these archetypes below with case studies (additional case studies are examined in Levy et al., 2010), and then use 23-day averages of model output to explain the underlying causes of enhanced ozone formation in this region.

4.1.1 26 June, 10 July 2007: Lake St. Clair lake-breeze front enhancement of ozone north of Detroit

The following example demonstrates the very local nature of ozone enhancements associated with lake-breeze front convergence, how this circulation concentrates precursors, and how it results in downwind ozone increases, even after photochemical production has ceased. Mesoanalysis wind fields and lake-breeze front lines (the latter inferred from the measured winds as well as satellite cloud analysis and radar fine-line analysis, see Sills et al., 2010) are shown in Fig. 7a. Weak synoptic winds are from the south-west, and are perturbed locally by strong lake breezes. South of Lake Erie, the lake-breeze front extends up to 50 km inland by 23:00 UTC (07:00 p.m. local daylight time). The lake-breeze front west of Lake Erie and the front from Lake St. Clair create a region of weak surface convergence to the west of Lake St. Clair.

The Lake Huron front is pushed northwards over that lake by the synoptic flow. Figure 7b shows the corresponding wind fields and fronts (the latter inferred from convergence regions in the wind fields) predicted by GEM. There is a good correspondence in the locations of the main convergence lines in the vicinity of the lakes between model and observations (compare Fig. 7a and b), though GEM tended to overpredict convection during this period (gust fronts in Fig. 7b, south of Lake Erie).

Figure 8 shows the corresponding model-predicted surface ozone concentration and wind at 18:00 and 23:00 UT (02:00 p.m. and 07:00 p.m. local time), and along a vertical cross-section, illustrating the ozone structure through the frontal convergence lines. Wind fields are shown as the components of the 3-D wind in the plane of the cross-section, in knots, with the vertical component scaled according to the vertical versus horizontal axis scaling. High concentration (>80 ppbv) ozone starts to appear by 02:00 p.m. local time (Fig. 8a, b), and continues to increase through 07:00 p.m. local time (Fig. 8c, d). The location of the ozone maxima is strongly linked to the locations of the lake-breeze front convergence lines; locations “a” and “b” along the cross-section at 18:00 UT (Fig. 8b) show that the locations of the high concentrations of ozone extend to 2 km altitude, and correspond to updraft/downdraft pairs generated by surface-level convergence.

Mass tracking depicted in Fig. 9 shows that the ozone is created photochemically in the early afternoon in narrow bands along the convergence zones and aloft (e.g. locations “a”, “b”, Fig. 9a), and that this photochemically produced ozone is transported both upwards and downwind (Fig. 9b; blue regions indicate $O_3$ removal by transport, note matching in position to red photochemical production regions in Fig. 9a). By late afternoon, the photochemical production source has shut down leaving only NOx titration removing ozone (blue regions, Fig. 9c), though ozone increases are still occurring due to transport associated with ozone created upwind earlier in the day (red regions, Fig. 9d). These findings are similar to the behind-front net convergence of ozone and precursors noted by Drobinski et al., 2007, with the added information that the regions of convergence and enhanced ozone concentrations have a substantial vertical extent.

Observed surface ozone on 26 June is compared to model predictions in Fig. 10, for sites arranged from south to north near the border (Sombra station, Fig. 3, was not operating that day). Model and observations are within 10 ppbv and...
usually within 5 ppbv at Paquette Corners (Fig. 10a), while Bear Creek (Fig. 10b) is biased low by 20 ppbv at midday, and the model is biased —70 ppbv during the observed ozone maximum at Grand Bend (Fig. 10c). This large negative bias is apparently due to a small error in the wind direction. Figure 10d, e shows the model-predicted surface ozone concentrations in the area at 18:00 UT and 23:00 UT, respectively, along with the three site locations. High ozone concentrations downwind of the Sarnia and Lambton plumes are predicted by the model in the vicinity of Grand Bend (Fig. 10d), but these remain off-shore for most of the day, and come on-shore to the north-east of the station, in contrast to the observations. The model results suggest that the high values are associated with these plumes, and that the duration of the Lake Huron lake breeze circulation at 18:00 UT was greater in the ambient atmosphere than in the simulation. Very similar patterns of ozone formation under south-westerly synoptic winds were observed on other days, with the highest concentrations in the observations and model records occurring at Grand Bend station.

This analysis has several common features with the other examples of model-predicted lake-breeze front ozone formation which follow in subsequent sections: (a) ozone photochemical production just outside precursor source regions in the early afternoon (in subsequent analysis we show that on average these photochemical production areas maximize over the lakes); (b) lake-breeze fronts result in local convergence of both ozone and precursors at the surface and

![Fig. 7. 26 June, 23:00 UT (07:00 p.m. local time) (a) meso-analysis lake-breeze front locations; (b) lake-breeze front locations inferred from convergence pattern of 2.5-km resolution model winds.](attachment://image.png)
subsequent lofting of these species in the frontal convergence zone, similar to Drobinski et al. (2007); (c) early evening increases in ozone concentration continue in the convergence zones, despite photochemical production having shut down earlier.

4.1.2 8 July 2007, 9 July 2007, 27 June 2007: long-range transport of ozone along lake-breeze frontal convergence zones

The previous example showed that frontal convergence lines may be responsible for local ozone enhancements with length scales on the order of 100 km. Here, we show that these features may extend for much larger distances. 27 June, 8 July and 9 July were days with moderate south-westerly synoptic winds coupled with strong lake breezes reaching far inland and downwind of the lakes themselves (Sills et al., 2010). 8 July is examined here as an example (note that Flight 15 on 8 July, Table 3, has the 2nd highest $R$ value of the flight simulations). Figure 11a shows the mesoanalysis front locations at 17:00 UT (01:00 p.m. local time), which compare well with the model-predicted wind fields and surface convergence regions (Fig. 11b). The northern-most convergence line (circled in blue, Fig. 11b) will be examined in more detail (Figs. 12 and 13) Figure 12a shows a time-series comparison between model predictions and observations of surface ozone at Sombra station. The model is biased low by approximately 20 ppbv at night. The model fit is better during the day, when both model and measurements show short time duration ozone peaks during midday, the model leading observations by an hour. Figure 12b shows that the model-predicted surface ozone field at Sombra is part of an elongated feature of high ozone along the more northern of the two convergence lines, a feature extending over 300 km from Detroit to Toronto.

The panels of Fig. 13 show that ozone is photochemically created (red regions, Fig. 13a) between the surface and heights of 1600 m above the surface, near the cities and downwind of the region north-east of Lake St. Clair. The ozone production regions are sometimes detached from the surface, with maxima between 1000 and 1400 m. Transport (both horizontal and vertical) is removing ozone away from these photochemical production regions (note correspondence of blue areas, Fig. 13b, to red areas, Fig. 13a). Transport increases the ozone concentrations at elevations above 1600 m, downwind and along the surface convergence line (red areas, Fig. 13b). Three dimensional surface plotting of the transport terms (not shown) suggests that they are driven by the local flow rather than the synoptic winds; the highest transport levels are along the convergence line.

An ozone cross-section between Lake Huron and Lake Erie across this feature at the same time (Fig. 14) suggests that high concentration ozone is associated with helical circulation in the vicinity of the lake-breeze convergence lines (Fig. 12b shows that the wind field is largely aligned along...
the length of the convergence zone, while Fig. 14, looking in the direction of that flow, shows a clockwise circulation at 1000 m aloft at the cross-section centre, and plumes of ozone becoming detached from the surface in response to these circulation patterns. This helical transport pattern has been noted in other high resolution model simulations (Lyons et al., 1995).

As in Sect. 4.1.1, the above analysis suggests that the surface convergence zones associated with lake breezes can increase photochemical ozone production just downwind of precursor source regions by confining and hence increasing precursor concentrations, similar to the findings of Drobinski et al. (2007). Ozone concentrations are also enhanced still further downwind, via transport of ozone and its precursors along the convergence line. Extended features of high concentration ozone may become detached from the surface, and travel considerable distances (hundreds of km) downwind of the source regions. These ozone plumes may eventually fumigate downwards, depending on conditions further downwind (for example, the ozone aloft might be brought to the surface on a subsequent day during boundary layer growth, or the ozone aloft may be caught up in a downwind urban heat island circulation).

These regions of enhanced ozone are relatively small (10’s of km across, though up to 330 km long, in the above example), and may be difficult to accurately position with a model, relative to the ambient atmosphere. However, observations from the mesoscale monitoring network often capture
very similar features in the ozone time series, with the model demonstrating good agreement. An example of this can be seen in the measurement record for 27 June. Figure 15 shows the observed (green) and simulated (blue) time series at Bear Creek (Fig. 15a), Croton (Fig. 15b) and Port Stanley (Fig. 15c). Both model and observations show a midday “spike” in ozone concentrations (observed: 80 ppbv maximum, model: 90 ppbv). Hourly ozone concentration contours from 16:00 to 19:00 UT (Fig. 16) show that the Bear Creek and Croton maxima are associated with a convergence line similar to that of Fig. 12, while the Port Stanley high is associated with the lake breeze front along the north shore of Lake Erie. These observation time series show that very local events associated with lake circulation are capable of enhancing the ozone concentrations by over 30 ppbv relative to the surrounding regions. The model simulations suggest that these events are closely linked to the local circulation in the vicinity of the Lakes.

4.2 Averages of model fields: the average impact of transient events

The events described above are transient in that they may last over the course of a few hours on any given day. In order to determine the impact of these transient events over a longer time frame, hourly model output for the ozone concentration, mass tracking fields and winds for the 23 days (19 June to 11 July) were averaged for each hour of the day. As will be demonstrated in the following analysis, these averages show:
(a) Model-predicted ozone versus observations, 8 July, Sombra station. (b) Model-predicted surface ozone and surface winds at 17:00 UT (01:00 p.m. local time).

1. the lake-breeze circulation has a consistent average diurnal pattern;
2. this circulation has a significant impact on the average ozone in the region;
3. Lakes St. Clair and Erie are regions of intense photochemical ozone production, though the vertical extent of these regions varies greatly between the two lakes;
4. helical (re-) circulation of pollutants over the lakes may intensify ozone production there.

4.2.1 Hour-average surface horizontal winds

Figure 17 shows the 23-day averages of the surface wind field at 12:00, 16:00, 20:00 and 00:00 UT (08:00 a.m., 12:00 p.m., 04:00 p.m., and 08:00 p.m. local time). By noon (Fig. 17b), lake-breeze convergence zones (solid mauve lines) appear on the south west shore of Lake Huron, the west shore of Lake St. Clair, the west and north shores of Lake Erie, and the north shore of Lake Ontario. Each of these lakes in Fig. 17b also contains a region of surface divergence; the outflow from this divergence region perturbs the synoptic flow (limits of this outflow region are indicated by dashed mauve lines). The convergence zones persist through 04:00 p.m. (Fig. 17c), and the outflow regions push considerable distances inland. By 08:00 p.m. (Fig. 17d) the impact of the lake breezes becomes harder to discern; the average wind speed is sufficiently small to preclude plotting in several locations, probably indicating significant variability in the duration and direction of the surface divergence over the lakes by this time in the evening, over the averaging period. The figure shows that the lake-breeze circulation is a sufficiently robust feature that it affects the hourly average wind fields over the lakes.

4.2.2 Hour-average ozone concentrations

Time-averaged surface ozone concentrations for the same hours as Fig. 17 are shown in Fig. 18. The most significant high concentration ozone features are over Lake Erie,
Fig. 15. Model-predicted surface ozone and wind fields for 27 June at (a) Croton, (b) Bear Creek, (c) Port Stanley. Statistical measures are for the entire measurement intensive, at each site.

and over the region shared by Detroit, Windsor, and Lake St. Clair (at 04:00 p.m., Fig. 18c). Figure 18c shows higher ozone on the US than on the Canadian side of Lake Erie – this is due to differences in the emissions databases for the two countries (in Canada, shipping emissions are spatially allocated only along the main shipping lines, in the US, some shipping emissions are spread out over the south side of Lake Erie). The large differences across the border suggest that accurate spatial allocation of shipping emissions is essential for forecasting ozone production over the Great Lakes, and that those emissions may have a significant effect on local ozone production.

The average Lake St. Clair surface ozone at 04:00 p.m. (Fig. 18c) is clearly enhanced within the region of the lake-breeze convergence line and surface outflow (Fig. 17c). It is difficult to distinguish any effect of the long convergence lines discussed earlier, probably due to their relatively short duration and highly time-varying positions, though some
Fig. 17. 23-day average wind fields at (a) 12:00 UT, (b) 16:00 UT, (c) 20:00 UT, and (d) 00:00 UT; 08:00 a.m., 12:00 p.m., 04:00 p.m., and 08:00 p.m. local time, respectively. Convergence regions marked as solid mauve lines, boundary of divergence outflow regions marked with dashed mauve lines.

features do suggest their presence in the average. Figure 18c, d shows enhanced ozone concentrations extending to the north-east from lake St. Clair (matching the convergence line of Fig. 17b and the Fig. 17c Lake Huron outflow location), and along the northern Lake Erie coastline and inland, matching the line of the convergence zone of Fig. 17c.

In order to examine the average ozone over Lakes St. Clair and Erie in more detail, the 23-day average 16:00 UT ozone concentrations at the surface over the lake, as well as the corresponding cross-sections of ozone concentration, ozone gas-phase production and loss and ozone transport are shown in Fig. 19 a–d. The size of each lake has a significant effect on the shape ozone production region in the vertical; over Lake St. Clair (left side of cross-sections, Fig. 19b), the region of enhanced average ozone extends to elevations of greater than 1500 m, while the enhanced ozone over Lake Erie rises to no more than 250 m above the surface. Figure 19c shows that gas-phase photochemical production of ozone is the source of the high concentrations, but once again, the Lake St. Clair source (left side of the cross-section, Fig. 19c) has a much greater vertical extent than that over Lake Erie (centre-right side of the cross-section, Fig. 19c). The average local gas-phase production rates are relatively high, up to 3 ppbv/hour. The transport pattern (Fig. 19d) differs between the two lakes. For Lake Erie, transport removes ozone in a thin layer near the surface, and a narrow region of ozone removal extending up to 1500 m is flanked by regions of positive ozone transport. The region of transport removal for Lake St. Clair is larger in vertical and horizontal extent, suggesting that at least some of the direction of transport is not in the plane of the cross-section. Deposition velocities of ozone are relatively low over water surfaces – the transport terms are thus dominated by diffusion and advection, as opposed to deposition fluxes removing ozone at the surface.

Figures 17 to 19 suggest that the local diurnal circulation associated with the two Lakes is sufficiently strong to be present in the 23-day average wind fields (17), that this circulation affects the ozone concentrations (18), that the Lakes are photochemical ozone production regions (19), the Lake St. Clair source being a dome roughly 1500 m in height and ~30 km in diameter, and the Lake Erie source being relatively shallow (250 m altitude), but encompassing much of the S.W. side of the Lake. A 2-D cross-section of the simulated 3-D wind field through the 23-day averages across both
lakes is shown in Fig. 20, and shows how differences in the circulation over each lake may give rise to their differences in the vertical distribution of gas-phase ozone production. At 08:00 a.m. (Fig. 20a), vertical winds are relatively light. By noon (Fig. 20b), a strong vertical circulation has developed. Updrafts over the north-west shore of Lake St. Clair, likely partially driven by the Detroit heat island ("A" to "B"), and downdrafts over the lake ("B" to "C"), suggest a helical circulation perpendicular to the main 23-day average synoptic flow (which is into the page in the cross-section; compare to Fig. 17c). If the synoptic wind is sufficiently low, this may allow a recirculation of pollutants over Lake St. Clair. A smaller helical pattern occurs aloft over Lake Erie, but the circulation over this lake implies a net subsidence near the surface. The relatively small size of Lake St. Clair (hence shorter transport times), along with the pairing of the Lake St. Clair downdraft with the Detroit updraft, increases the likelihood of recirculation of pollutants over this lake, relative to Lake Erie. By 04:00 p.m. (Fig. 20b), the Lake St. Clair vertical circulation has intensified and moved southwards, so that the updraft is now on the shore of the lake itself. The land between the two lakes has a well organized updraft region, due to daytime surface heating, and the convergence of the Lake St. Clair and Lake Erie lake breeze fronts. These vertical circulations explain the difference in the elevations of the ozone production regions noted above (Fig. 19), and similar features, including helical recirculation, have been noted in the literature (Levy et al., 2008).

5 Sensitivity analysis of ozone and \( \text{HO}_x \) formation to changes in precursor gases

The sensitivity of ozone and \( \text{HO}_x \) \( (= \text{OH} + \text{HO}_2) \) concentrations to changes in precursor gases were examined using 23-day averages at 20:00 UT: five percent perturbations of the concentrations of each VOC, \( \text{NO} \) and \( \text{NO}_2 \) at 20:00 UT were used to calculate finite difference sensitivities of ozone and \( \text{HO}_x \) at 20:02 UT \( \left( \frac{\Delta \text{O}_3(\Delta t)}{\Delta \text{VOC}(0)} \right) \), where \( \Delta t = 2\text{min} \). The values of the change in final ozone concentration after two minutes of reaction time with respect to the change in initial total VOC and \( \text{NO}_x \) are shown in Fig. 21. The urban areas, Lake St. Clair, the southern (USA) side of Lake Erie, and Lake Ontario are shown to be VOC limited: increases in VOC concentrations lead to ozone increases in these regions (Fig. 21a, red regions), while \( \text{NO}_x \) increases lead to ozone destruction via titration (Fig. 21b, blue regions). Reductions in ozone concentrations in most of the study area could therefore be achieved through VOC emissions reductions. The highway network is clearly visible in both countries in Fig. 21, indicating ozone production has the greatest sensitivity to mobile emissions.

The role of \( \text{NO}_x \) titration in ozone destruction is important in the context of the tendency towards increasingly negative surface ozone biases noted in Sect. 2.2. At lower horizontal resolutions, the \( \text{NO}_x \) emitted from sub-grid-scale area sources (such as mobile, on-road sources) will de facto be dispersed over a larger horizontal grid-square than at higher
resolutions. The negative bias resulting at the highest resolution attempted here (see Table 2) implies either an overestimate in the surface NO\textsubscript{X} emissions source, or insufficient dispersion of the emitted NO\textsubscript{X} at higher resolution. In the latter hypothesis, the de facto numerical horizontal dispersion at lower resolutions masks or compensates for the absence of missing dispersive processes, a compensation that only becomes apparent at higher resolution.

The six VOCs for which ozone production has the greatest sensitivity are shown in Fig. 22. In decreasing order of importance, these VOCs are dialdehydes (Fig. 22e), C\textsubscript{3+} alkenes (Fig. 22a), isoprene (Fig. 22c), methylglyoxal (Fig. 22e), xylene and higher carbon number aromatics (Fig. 22b) and cresols (Fig. 22f). In the ADOM-II gas-phase mechanism used in AURAMS (Stockwell and Lurmann, 1989), dialdehydes are the secondary products of toluene and xylene oxidation. The model suggests that ozone formation in the region is very sensitive to the overall oxidation of aromatics — and that this sensitivity increases substantially going from the initially emitted precursor to the secondary products in the oxidation chain. The aromatic emissions in this region are dominated by on-road mobile and ship emissions — suggesting that reductions in VOC emissions from these sources may help to reduce ozone concentrations in the area. Urban ozone in the region is also sensitive to the concentration of anthropogenic C\textsubscript{3+} alkenes (Fig. 22a) and the largely biogenic isoprene (Fig. 22c). Earlier work (Stroud et al., 2008) noted that the initial reactivity of the emitted organics (that is, of the first species in the reaction chain) was reasonably well represented in the model in this region — here we show that the details of the subsequent reaction pathways may have a greater impact than the initial aromatic oxidation, and that the net reactivity of aromatics is the dominant factor in ozone production in this region.

The sensitivity of the model to HO\textsubscript{X} is of interest in that recent model mechanism intercomparisons suggest that many gas-phase mechanisms used in regional models may be biased low in their HO\textsubscript{X} predictions (Chen et al., 2010). The sensitivities of simulated HO\textsubscript{X} towards changes in NO\textsubscript{X} and VOCs are shown in Fig. 23. Outside of the urban areas, HO\textsubscript{X} concentrations are shown to increase with increasing VOC concentrations (Fig. 23a, green to red regions), while increasing NO\textsubscript{X} is shown to decrease HO\textsubscript{X} over most of the
domain (Fig. 23b, blue regions), except over north-eastern Lake Huron and in the urban cores. Positive NOx biases noted earlier (Fig. 6) may thus lead to a negative bias in the predicted HOx levels. The two VOC species contributing the most to HOx production are dialdehydes and methylglyoxal (23c,d), probably due to the photolysis of these species, producing HO2. The dialdehyde sensitivities are highest far from the anthropogenic sources of the precursor aromatics – the long-range transport of the products of aromatic compounds are thus shown to have a significant impact on downwind HOx levels.

These results suggest that the details of the aromatic oxidation pathways will be quite important towards accurate ozone predictions and forecasting in this region, and will also have a significant impact on the model’s ability to accurately predict HOx.

6 Conclusions

The simulations and comparisons with observations performed here suggest that ozone formation over the southern Great Lakes is significantly enhanced by local circulation and photochemical processing of precursors. Lakes Erie and St. Clair frequently act as photochemical production regions, with average enhancements up to 3 ppbv per hour by early afternoon. The size of the two lakes plays a crucial role in the manner in which ozone production is enhanced, with Lake St. Clair’s small size and proximity to Detroit resulting in a “dome” of ozone production on the west side of the lake being released later in the afternoon, and Lake Erie’s circulation resulting in subsidence over most of the lake water with precursor emissions being trapped there in the stable marine boundary layer. Ozone may be transported out of these source regions and the nearby urban areas in lake-breeze circulation convergence lines. These convergence lines result in elongated features of high concentration ozone, extending up to several hundred kilometres. Surface convergence of the local circulation carries the ozone and its precursors aloft and the synoptic wind thus carries the ozone much further downwind. The convergence lines are transient features lasting for a few hours on any given day, with their magnitude and direction being controlled by the synoptic scale winds. The photochemical production regions over the lakes are very robust features, sufficient to dominate 23-day averages of model-generated ozone concentrations, as well as its production and losses. The local nature of these features suggests that very local-scale emissions controls may have a significant impact on ozone concentrations in this region. Our results suggest that the location of local emission sources, relative to the average location of lake breeze surface convergence zones, may have a significant impact on ozone production in those zones (similar to the findings of Byun et al., 2007). A sensitivity
Fig. 23. Change in HO\textsubscript{x} after a two-minute timestep relative to change in (a) VOCs, (b) NO\textsubscript{x}, (c) Dialdehydes, and (d) Methylglyoxal.

The resolution-related statistics results have important implications for ozone forecasting in this region. Current air pollution model forecasts generated by the Canadian and US governments operate on 15- and 12-km resolutions, respectively. These resolutions are insufficient to adequately resolve the lake-breeze circulations – while the high-resolution simulations performed here suggest that these same circulations may be responsible for enhancements of the regional ozone concentrations by 30 ppbv. The model results show a tendency towards increasingly negative ozone biases as the model is used at increasingly higher resolution: one possible implication of this finding (aside from the possibility of emissions overestimates) is insufficient dispersion in the model meteorology, that is masked by de facto numerical dispersion of emissions at lower resolution.
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